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In the Laboratory

With the recent approval by the American Chemical
Society of an undergraduate chemistry degree with an op-
tion in environmental chemistry, there is a need for relevant
environmental experiments in the traditional chemistry
core curriculum. We report here an experiment designed for
an undergraduate junior/senior-level laboratory on instru-
mental analysis. It can be used to illustrate the basic com-
ponents of a UV-vis absorption experiment, its application
to the measurement of a number of atmospheric gases of
interest, and the importance of understanding the conditions
under which deviations from the simplest form of the Beer–
Lambert law occur.

A wide variety of gases in both polluted and remote ar-
eas play a key role in the chemistry and radiative proper-
ties of the atmosphere (1). These include O3, a toxic air pol-
lutant for which the current air quality standard in the U.S.
is 0.12 ppm for 1 hour (2). O3 is also a greenhouse gas (3, 4).
It is the absorption of UV light by O3 in the stratosphere
that is responsible for the wavelength cutoff of light at the
earth’s surface at λ ~ 290 nm.

Other gases such as nitrogen oxides—NOx (NO + NO2)—
are also inextricably linked to the formation and fate of O3
(1). NO2 is formed via oxidation of NO, directly emitted by
combustion sources, by hydroperoxy or alkylperoxy free
radicals:

NO + HO2 (or RO2) → NO2 + OH (or RO) (1)

This leads to ozone formation by photolysis of NO2:

NO2 + hν → NO + O (3P) (2)
         M

O(3P) + O2 → O3 (3)

Reactions 2 and 3 represent the sole known significant an-
thropogenic source of ozone in the troposphere. In areas
with elevated NOx levels such as continental sites, this
source dominates other sources such as transport from the
stratosphere.

Differential Optical Absorption Spectrometry (DOAS)

Owing to the complex mixture of gases present even in
remote atmospheres, there is a critical need for sensitive
and specific measurement techniques such as spectroscopic
methods. While infrared absorption spectrometry has been
applied to measure species such as O3, HNO3, and HCHO
(1), the sensitivity is generally adequate only for the higher
concentrations found in polluted urban areas. Application
of UV-vis absorption spectrometry with its large absorption
coefficients (i.e., cross sections) has the promise of higher
sensitivity. The disadvantage of UV-vis absorption spectrom-
etry applied to atmospheric measurements is that relatively

few molecules have a “fingerprint” absorption spectrum
with several unique bands, a requirement for selectivity.
However, some key species in atmospheric chemistry, such
as NO2, O3, SO2, HCHO, naphthalene, HONO, and a vari-
ety of free radicals including NO3, OH, and BrO do have
structured absorptions and hence can be measured using
this technique (5, 6).

Another problem is the presence of many gases and
particles that have broad and structureless absorptions in
the UV/vis region, and that also cause light scattering. Thus
it is not possible to measure the true, unattenuated light
intensity (Io) in the absence of light absorption, which is nor-
mally used in calculating absorbance in the laboratory. To
overcome this problem, the technique of differential optical
absorption spectrometry (DOAS) was developed (5, 6). This
method involves comparing the light intensity at a wave-
length where the molecule of interest has a characteristic
absorption band to that on either side of the known absorp-
tion. The latter is used as a measure of the light intensity
in the absence of the absorbing species (Io′), rather than
the “true” value of Io used in conventional laboratory ex-
periments. The difference between Io′ and Io is illustrated
in Figure 1. For atmospheric applications of DOAS, it is also
necessary to scan the spectral region of interest sufficiently
fast that it is not affected by atmospheric turbulence. While
the first DOAS systems (5) accomplished this using a
unique rapid scanning mechanism and conventional photo-
multiplier, many recent studies employ a photodiode array
detector.
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Figure 1. Conventional and differential absorption of an absorp-
tion band at the wavelength λ0. The absolute absorption and dif-
ferential optical densities are calculated as D = ln[I0(λ0)/I (λ0)] and
D ′ = ln[I ′0(λ0)/I (λ0)], respectively.
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The Beer–Lambert Law and the Assumption of
Monochromatic Radiation

The conventional form of the Beer–Lambert Law com-
monly applied to atmospheric gases is:

   ln
Io

I
= σ N l (4)

where l is the path length, σ is the absorption cross section
of the gas (cm2/molecule), and N is the concentration (mol-
ecules cm-3). It should be noted that in the atmospheric
chemistry literature, absorption cross sections are normally
reported using the natural log, ln, as in eq 4, rather than
log10 as absorbance [A = log (Io/I)] is normally defined and
measured by commercial spectrometers.

As discussed elsewhere (7, 8), eq 4 applies to monochro-
matic radiation, or equivalently, to the situation where the
absorption cross section is constant over the wavelength in-
terval. One of the most common causes of nonlinearity in
the Beer–Lambert law is the use of inadequate spectrom-
eter resolution. In this case, the absorption cross section
changes significantly over the spectral bandwidth used and
plots of absorbance vs. concentration are nonlinear.

Recognition of the effects of inadequate resolution are
becoming particularly important as manufacturers increas-
ingly package instruments as computer-interfaced “black
boxes”, sometimes with libraries of absorption spectra to use
for the determination of concentrations. If a user is not cog-
nizant of the importance of defining the spectral resolution
and understanding its effects on the Beer–Lambert law,
large analytical errors can result from the application of a
“calibration spectrum” taken at a different resolution. In
addition, it is important to realize that the chemical com-
position may differ from samples used in the calibrations,
owing to changes in equilibria etc.

Purposes of This Experiment

The experiment described here illustrates the following:
(i) application of DOAS and the conventional Beer–Lambert
law to the determination of an unknown NO2 concentration
in a gas cell; (ii) deviations from the Beer–Lambert law due
to changes in the NO2–N2O4 equilibrium and to changes in
instrument resolution; (iii) the fundamental parameters
that need to be measured to calculate absorbance (rather
than relying on absorbance values provided directly by the
instrument); (iv) the individual components of a typical
UV/vis spectrometer and their functions; (v) typical mono-
chromator calibration techniques.

Experimental Apparatus

Figure 2 is a schematic diagram of the experimental
apparatus. It consists of a white-light source (the lamp in a
35 mm projector was used here), lenses to focus the light on
the entrance slit of a scanning monochromator, and a photo-
multiplier mounted on a flange at the exit slit. The signal
from the photomultiplier is fed into a picoammeter and the
output is recorded using a conventional strip-chart recorder
or, alternatively, an analog-to-digital converter and com-
puter. A low-pressure mercury lamp is used for wavelength
calibration of the monochromator; as described below, this
also provides an excellent illustration of how gratings
function and the presence of higher orders at the exit slit.
Finally, a series of gas cells of the same length (10–30 cm)
containing known concentrations of NO2 and one cell des-
ignated as the “unknown” are needed. These can be filled
at the beginning of the course and used repeatedly through-
out the quarter or semester.

Experimental Procedure

Calibration of Monochromator Using a Low-Pressure
Mercury Lamp

The output of the low-pressure mercury arc (mounted
in a housing to minimize exposure to UV) is first scanned
to calibrate the monochromator. Figure 3 shows a typical
scan with the mercury emission lines clearly marked. Note
also the strong second-order line from the strongest 253.65
nm emission, which is observable if quartz optics are used.
The second-order nature of this line can easily be demon-
strated by placing a glass filter, which absorbs 253.65 nm,
in the light path. This emission provides a good illustration
of the grating law, nλ = d(sin i + sin r), where i is the angle
of incidence, r is the angle of diffraction, d is the spacing
between the grooves, and n is the order of the diffraction.
Thus the first-order (n = 1) 253.65 nm line is clearly seen,
as is a line at 507.3 nm, which corresponds to second order
(n = 2, λ = 507.3/2 = 253.65 nm).

Comparing and plotting the monochromator readings
of the recorded emission lines against the “true” emission
wavelengths (404.7, 435.8 nm; second order 253.65 nm at
507.3, 546.1, 577.0, and 579.1 nm) of the mercury lamp
allows one to obtain a calibration curve. Correlation of the
recorded spectrum with the true emission lines is obtained
by visually observing the colors associated with a measured
wavelength by removing the photomultiplier and placing a
piece of paper in front of the exit slit.

Emission of the White-Light Source: Determination of Io
The emission spectrum of the white-light source is then

scanned with the empty cell in place to provide Io as a func-
tion of wavelength (Fig. 4A); the zero intensity for this and
scan B is shown on the vertical axis as 0(A,B).

Absorption Spectrum of NO2: Determination of I
The individual gas cells are placed between the light

source and the entrance slit and scanned. Figure 4B–D
shows NO2 spectra taken with exit slit widths of 1000, 100,
and 10 µm, respectively, corresponding to resolutions (full
width half maximum, FWHM) of 1.8, 0.26, and 0.11 nm; the
zero lines for spectra C and D are shown on the left axis as
0(C) and 0(D). From such spectra, both optical densities
D = ln (Io /I ) and D′ = ln (Io′/I ) are calculated at the same
absorption band.

The inset in Figure 4 shows the dependence of the dif-
ferential optical absorption, D′ = ln (Io′/I ), on the exit-slit
width for the 448-nm band. It changes slowly with slit width
at the higher resolutions, then drops off rapidly as the slitFigure 2. Experimental apparatus.
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Figure 3. Spectrum of a mercury low-pressure lamp in the visible
spectral region. The range between 420 and 460 nm was used
for the absorption measurements.

Figure 4. A: I 0 spectrum recorded using an empty cell. B, C, D:
absorption spectra of NO2 (2.5 torr) at different spectral resolu-
tions. The spectra are displaced vertically for clarity and the zero
intensity position for each of the spectra is shown on the left scale
as 0(A,B), 0(C), and 0(D), respectively. Inset: Variation of the dif-
ferential optical density D′ at 448 nm (marked by the dashed line).
Note that the differential absorption is invisible at the 2-mm exit
slit width, corresponding to a 3.9-nm spectral resolution.

width increases. The optimum exit-slit width for these ex-
periments is on the plateau, around 100 µm in this case. At
higher resolutions, increased scatter occurs in the data due
to previously unresolved rotational lines now becoming evi-
dent, as well as to increased noise at the lower light inten-
sities. These factors are responsible for the discontinuity
seen in the inset of Figure 4 at very small slit widths.

The data obtained in this experiment can be used to
test two effects on the Beer–Lambert law: (i) a chemical ef-
fect, due to the NO2–N2O4 equilibrium; and (ii) the effect of
slit width or resolution. In the first case, the measured total
pressures when NO2 is placed in the cells have to be cor-
rected for the equilibrium (9) with the dimer:

                      N2O4  2 NO2     Kp
298 = 0.163 (5, {5)

The N2O4 dimer does not absorb light significantly at wave-
lengths longer than 400 nm (10, 11), so that corrections
need only be made for the shift in the NO2 concentration as
a function of pressure, and not for any light absorption by
the dimer.

As described in detail elsewhere (12), the equilibrium
constant is related to the total measured pressure in the
cell as given by:

   Kp = 4α2

1 – α2
⋅
P tot

P° (6)

where α is the fraction of N2O4 which dissociates, Ptot is the
total measured pressure of NO2 and N2O4, and P° is the
standard state (1 bar and 298.15 K). Values of α are calcu-
lated at each measured total pressure and the pressure of
NO2 is then calculated from

   PNO2
= 2α

1 + α
P tot (7)

This correction is about 25% at the highest pressures used
(~55 torr) in the 10-cm cell; use of a longer cell, e.g. 30 cm,
would allow correspondingly smaller pressures to be used
and hence smaller corrections for the N2O4.

Plots of the conventional absorbance, ln (Io/I ), and the
differential optical absorbance, ln (Io′/I), used in DOAS mea-
surements, are shown as a function of the total measured
pressure of (NO2 + N2O4) (Fig. 5), and as a function of the
NO2 pressure corrected for the NO2–N2O4 equilibrium (Fig.
6). Figure 5 clearly illustrates the nonlinearity of ln (Io/I)
and ln (Io′/I) at higher NO2 pressures where the relative con-
centration of NO2 decreases due to the shift in the equilib-
rium towards the non-light-absorbing N2O4. Figure 6 shows
that once the concentration data have been corrected for
this shift in the equilibrium, nonlinearity can still clearly be
seen at the larger slit widths (i.e., lower resolution), where
the assumption of monochromatic radiation breaks down.

Use of Other Atmospherically Relevant Gases for
This Experiment

NO2 is a convenient gas of atmospheric importance to
use for these experiments because it absorbs strongly in the
visible region and is readily available from commercial gas
suppliers. However, the experiment can also be applied to
gases such as O3 and SO2. In this case, a light source such
as a high-pressure Xe lamp is needed, requiring additional
safety measures to avoid exposure to UV. Since the trans-
mission of glass falls off rapidly towards 300 nm, it may also
be necessary to use quartz windows. To study O3, a means
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Figure 6. Optical densities as a function of NO2 pressure calcu-
lated from eq 6. The lines represent least squares lines forced
through the origin using the data points < 22 torr of NO2.

of generating this reactive gas is required, since it decays
to O2 on surfaces over time. Thus, unlike NO2, the gas cells
must be frequently pumped out and refilled for experiments
that are carried out repetitively over a number of weeks.

While NO2 is a convenient gas to use for these experi-
ments, some photolysis can occur over time—particularly if
quartz cells, which transmit in the UV, are used. In this
case, reaction 2 followed by the reaction of O(3P) with NO2
to form NO can lead to decreased NO2 concentrations in the
cell with time. Hence the cells should preferably be made of
glass, kept in the dark when not in use, and recharged pe-
riodically with fresh NO2.
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Figure 5. Optical densities (absolute and differential) at 2 spec-
tral resolutions as a function of total pressure in the absorption
cell. The lines are the least squares fits after correction for N2O4

(see Fig. 6) to show the influence of the N2O4 correction.
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