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Physico-chemical phenomena in atmospheric aerosol, geochemical, and biomembrane systems are
strongly influenced by interfacial ion distributions, and the resulting interfacial electrostatic fields.
Results from early surface potentiometry and from recent phase-resolved (phase-sensitive (PS-) and het-
erodyne-detected (HD-)) vibrational sum frequency generation (VSFG) spectroscopy measurements on
aqueous salt solutions have been interpreted in terms of anions and cations being distributed within
the interfacial region according to their surface propensity, forming an ionic double layer. This molecu-
lar-level picture has been consistent with the distribution (density) profiles obtained by MD simulations
of aqueous interfaces of halide salts. Here we discuss PS- and HD-VSFG results revealing that for some
oxyanion- and Mg2+-based salts, the interpretation of the electric field in terms of determining ion sur-
face propensity and/or charge could be misleading. We also discuss the intricacies of counterion effects
and the correlations with surface potential versus phase-resolved (PS- or HD-) VSFG measurements.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

Interest in air/aqueous interfaces has steadily increased over
the last decades mainly because of their important role in many
processes found in atmospheric, geo-, and biophysical chemistry
[1–5]. Typically, a common and perhaps simplified route to better
understanding these processes has come from the investigation of
interfacial properties of aqueous solutions at both microscopic and
macroscopic levels [6]. Unfortunately, this approach has often pro-
duced apparent contradictions and/or lack of obvious correlations
between molecular-level information and measured macroscopic
properties. One such example concerns the physical intricacies be-
tween interfacial ion distributions, water organization, and the
surface potential of aqueous solutions.

In early studies, a microscopic description of such interfaces
could only be hinted at or inferred from measurements of macro-
scopic parameters such as surface tension and surface potential.
For example, it has long been known that addition of inorganic salts
to water greatly affects its surface potential [7–9]. The observed
change (either negative or positive) of surface potential suggested
that anions and cations display different surface propensities by
being closer to or further away from the aqueous surface, thereby
creating an ionic double layer structure in the surface and subsur-
face regions (i.e. the interfacial region) [10,11]. In addition, it was
suspected that ions might influence the surface potential by altering
the net water molecular orientation in the interfacial region. How-
ever, this simple model could not satisfactorily explain, for instance,
the sign difference in surface potential observed between most cha-
otropic and kosmotropic anions. Without any further microscopic
information, it thus remained problematic to construct any model
in good agreement with all experimental data.

The emergence over the last decade of sophisticated molecular
dynamics (MD) simulations [12–18] and the application and fur-
ther development of surface-sensitive spectroscopic techniques
such as X-ray reflectivity, electrospray ionization mass spectrome-
try, ambient pressure X-ray photoelectron spectroscopy as well as
resonant and non-resonant second harmonic generation (SHG),
and vibrational sum frequency generation (VSFG) spectroscopy
[19–33], have provided additional molecular-level insights for
understanding interfacial structure. In fact, good agreement be-
tween computational and experimental studies have suggested
and supported the picture of ion adsorption at the air/aqueous
interface in a highly specific manner, having non-polarizable ions
with relatively high surface charge density (e.g., light alkali cat-
ions) repelled from the surface while large, polarizable ions with
low surface charge density (e.g., heavier halide anions) showing
significant surface preference. Typically, an explanation of the ion
surface propensity at the air/aqueous interface has been sought
by looking at ion properties such as size, charge, polarizability,
and shape anisotropy [13,34–37], and/or by considering various
potential driving forces such as hydration free energy [38,39],
dispersion forces [40,41], cavitation forces [42,43], anisotropic
solvation [44], among others. Even though elucidation of
certain features of ion adsorption is aided by considering the
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above-mentioned factors, inclusion of such may still lead to
incorrect qualitative and quantitative results [45]. In addition,
such factors cannot unravel the universal mechanism behind
ion surface propensity nor fully explain specific trends observed
among simple inorganic ions. Recently, this situation has
prompted a rethinking of ion surface propensity more in terms
of a balance between enthalpic and entropic driving forces. In
fact, a study combining resonant UV SHG spectroscopy and sim-
ulations has concluded that ion adsorption at the air/aqueous
interface can be determined by opposing enthalpic and entropic
contributions, respectively associated with hydration energy (i.e.
competing ion–water and water–water interactions) and damp-
ing of surface fluctuations (capillary waves) [46]. Regardless of
the mechanistic explanation, this somewhat refined, albeit
incomplete, molecular-level picture of air/aqueous interfaces
considers non-monotonic ion distributions along the surface nor-
mal, whose presence induces the orientation of interfacial water
molecules and the reorganization of its hydrogen-bonding net-
work to varying degrees. Despite the recent advances, it still re-
mains unclear whether this microscopic picture satisfactorily
explains results from earlier surface potentiometry measure-
ments and those more recently obtained by phase sensitive
(PS-) VSFG [47,48] and heterodyne-detected (HD-) VSFG [49,50]
spectroscopy on aqueous solutions.

In this letter, we first provide an overview of past experi-
ments done on aqueous solutions of simple inorganic ions by
surface potentiometry and PS-, HD-VSFG spectroscopy. We then
show that early surface potential measurements made on several
aqueous solutions, although macroscopic in nature, correlate
well with recent phase spectra obtained in the OH stretching re-
gion, which are directly related to the microscopic ion-induced
orientation of water molecules. We then discuss the ionic double
layer as interpreted from MD simulation data and its connection
to counterion effects, water reorientation, and surface potential
changes for given ion distributions, thus potentially bridging
the gap between the microscopic and macroscopic points of
view.
E E

OH dipole moment ↑

Im χ(2) > 0

Δφ < 0 (E > 0)

OH dipole moment ↓

Im χ(2) < 0

Δφ > 0 (E < 0)

Vapor phase

Aqueous phase

Figure 1. Sign conventions used in surface potentiometry and PS-, HD-VSFG
spectroscopy.
2. Brief review of past experimental work

2.1. Surface potentiometry at air/aqueous interfaces

As mentioned previously, early studies relied mostly on sur-
face potentiometry to gain information about the electrical prop-
erties (electrostatic potential, charge) of neat water and aqueous
salt solutions and, in turn, about the organization and orienta-
tion of water molecules in the interfacial region [11,51]. Despite
being a well-established technique, accurate and reproducible
experimental measurements of surface potential changes on neat
water and aqueous solutions of inorganic salts proved to be very
tedious, true even today. Not surprisingly, and partly for this
reason, the set of available surface potential data on aqueous
interfaces obtained in the last century remains to date relatively
small and appears to be insufficiently reproduced, if not some-
what dated. In addition, the choice of different measuring meth-
ods, each with its drawbacks and varying degree of accuracy (for
reviews, see e.g. [52,53]), and non-standardized experimental
conditions as well as the difficulty in controlling potential con-
tamination of water, salts and/or glassware, have resulted in sig-
nificant variations in measured surface potential values for neat
water and aqueous salt solutions throughout the literature.

Despite the large variance in surface potential data, it seems to
be generally accepted that the experimental surface potential va-
lue at the air/water interface (D/w ¼ /ðzliquidÞ � /ðzvaporÞ) should
be small but slightly positive, lying somewhere in the range of
+0.02 to +0.20 V (for reviews, see [54,55]), with an equilibrium va-
lue established within about 3 ms [56]. Unfortunately, it has been
difficult to verify the measured surface potential values of the neat
water surface through simulation since these have produced a
wide range of results also inconsistent in sign and magnitude
(for a review of recent simulation work, see [57,58]). In terms of
interfacial water organization, the sign of D/w has its importance
since it can be related to the preferred (average) orientation of
water dipoles. It was argued early on that interfacial water mole-
cules should adopt a preferential orientation, thus causing the for-
mation of an electrical double layer with its innermost and
outermost regions being positively and negatively charged, respec-
tively, which, in turn, induces an electrical potential drop across
the air/water interface [59,60]. For the sign convention, it is widely
accepted that a negative or positive surface potential corresponds
to water molecules with their net dipole moments oriented to-
wards or away from the surface, respectively [61] (Figure 1) (see
A).

It was Frumkin in 1924 who first demonstrated in a landmark
study that addition of inorganic salts to water causes surface po-
tential changes (up to several tens of mV), detectable even at con-
centrations below 1 molal (m) [7]. These results were later
confirmed and extended by Randles [8,9,11], Jarvis and Scheiman
[10,62], and others [63]. Similar to neat water, a rather wide range
of surface potential values have been measured experimentally for
halide and oxyanion salts (Table 1). From these studies, several
important observations could be made [10,11]: (1) for most salts,
the surface potential increment with concentration (dD/=dc) is
negative; however, few salts like carbonates and sulfates exhibit
a positive change, (2) for alkali and alkaline-earth metal salts, the
magnitude of D/ mostly depends on the anion identity, (3) for
most halide and oxyanion salts with monovalent cations, dD/=dc
is found to be quasi-linear over a large range of concentrations
(sometimes even up to 9 m), and (4) for the same counter-cation
and at constant anion concentration, the magnitude of surface po-
tential changes follow a Hofmeister-like series for the anions [64]:
SO2�

4 > CO3
2- > Cl� > Br�J NO3

� > I� > SCN� > ClO4
� (Figure 2b).

As with surface tension, early attempts have tried to explain
these observations with the help of the classical Onsager–Samaras
model [65]. Unfortunately, in this model, anions and cations are
considered as point charges and therefore similar (apart from the
charge sign), such that no additional surface potential should be in-
duced since both ions are equally repulsed by the surface and their
charges mutually cancel. Hence, contradictory to experiments, this
model predicts no change in surface potential with concentration
for aqueous solutions relative to neat water. Later on, semi-empir-
ical models were devised by Randles [8], followed by Jarvis and
Scheiman [10], by introducing the idea of the ionic double layer
for the air/aqueous interface.



Table 1
Experimental values of surface potential for various 1 m sodium salt solutions (see
Fig. 1 for sign convention).

Salt Surface potential
(mV)

NaCl �1 [7,10]
NaBr �1 [7], �5 [10]
NaI �39 [7], �21 [10]
Na2CO3 �1 [7], +6 [10]
NaNO3 �17 [7], �8 [10]
NaClO4 �57 [7], �48 [8]
Na2SO4 +3 [7], +35 [10]
NaSCN �40 [10]
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Figure 2. (a) Surface tension, (b) surface potential, and (c) Im vð2Þ spectra in the OH
stretching region (3100–3500 cm�1) of selected aqueous sodium salt solutions. The
solid curves serve as eye guides to show the trend in the data. Surface tension
(T = 297 K), surface potential, and HD-VSFG data are adapted from Refs.
[8,62,82,85–88], respectively. The surface tension data of NaBr, Na2CO3, and
Na2SO4 was not provided in [86], only their linear regression fits.
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Since large anions, unlike small cations, seemed to dominate
the sign and the magnitude of the surface potential, it was sug-
gested that anions must be preferentially solvated near the air/
water interface. However, considering solely electrostatic interac-
tions, the semi-empirical model failed to explain the positive D/
observed for some aqueous salt solutions, which suggests having
cations located closer to the surface. Hence, it was speculated that
the surface potential changes must also involve reorientation of
water molecules and reorganization of their hydrogen-bonding
network at the air/aqueous solution interface.

An explanation hinted at by Frumkin suggested that the in-
crease in surface tension and surface potential should be depen-
dent on the ionic radius and, in turn, on their interaction
potential with the surface [7,66,67]. More recently, another model
was proposed by Levin and co-workers [43,68], in which preferen-
tial anionic solvation arises as a consequence of the competition
between cavitation (perturbation of the hydrogen-bonding net-
work created by ionic solvation) and electrostatic (Born solvation)
energies. In this model, weakly polarizable ions have a larger Born
energy, therefore favoring bulk solvation; larger polarizable ions
can redistribute their charge more effectively when exposed to
the gaseous phase, thereby minimizing the electrostatic energy
cost. Based on this new interaction potential, Levin was able to ac-
count quantitatively for the surface potential changes of sodium
halide salts [69]. The results obtained were found to be in relatively
good agreement with available experimental values.

2.2. PS- and HD-VSFG spectroscopy of air/aqueous interfaces

In comparison to surface-sensitive spectroscopic techniques,
surface potentiometry has distinct limitations when it comes to
addressing the molecular-scale organization of aqueous interfaces.
As a macroscopic probe, it lacks molecular specificity; it does not
distinguish between electrostatic contributions originating from
the ionic double layer and those from ion-induced reorientation
of water. Additionally, it has limited sensitivity in the detection
of cation effects in low and moderate concentration regimes. In
contrast, along with X-ray photoelectron spectroscopy [20,26–29]
and X-ray diffraction [25], nonlinear surface-sensitive spectro-
scopic techniques such as SHG and conventional VSFG spectros-
copy, are so far the only techniques capable of probing and
deriving useful structural and/or orientational information from
the air/aqueous interface. For instance, using SHG spectroscopy,
Eisenthal and co-workers found that the water dipole moment is
slightly tilted inwards toward the bulk liquid phase [70,71], thus
confirming surface potentiometry measurements. Later, with con-
ventional VSFG spectroscopy, Shen and co-workers determined
that �25% of the surface water molecules have a dangling OH bond
which protrudes into the vapor phase [72,73]. Yet, VSFG spectros-
copy also has its weaknesses. In the conventional approach, only
the power spectrum jvð2Þj2 can be measured in the OH stretching
region, and spectral information containing amplitude and phase
can only be retrieved by fitting, for which parameters are generally
not unique [31].

More recently, mixing the sample signal with that of a local
oscillator (LO) of known phase has enabled the development of a
variant of conventional VSFG spectroscopy that alleviates this
problem by providing directly the phase information through the
imaginary part of the second-order nonlinear susceptibility vð2Þ
(Im vð2Þ) of any given air/aqueous interface (for recent reviews,
see [74,75]). The Im vð2Þ spectrum is directly related to the sign
of the transition dipole moment of SFG-active OH vibrational



Table 2
Selected list of inorganic salt solutions studied either by surface potentiometry (SP)
and/or PS-, HD-VSFG spectroscopy and/or MD simulations (MD).

Salt SP PS-, HD-VSFG MD

Chlorides
LiCl U [7,10] (U) [83] �
NaCl U [7,10] U [32,33,83] U [14,29,89,100]
KCl U [7,10] U [32,83] U [94]
RbCl U [7] � U [29,99]
CsCl U [7] � U [37]
NH4Cl U [7,10] U [32,83] U [91]
MgCl2 U [7,10] (U) [83] U [99–101]
CaCl2 U [7] U [33,83] U [99]
SrCl2 U [7,10] (U) [83] U [98,99]
BaCl2 U [7,10] � �
Other halides
NaF � � U [89,102]
KF U [7] � U [27]
NaBr U [7,10] � U [89]
KBr U [7,10] � �
NaI U [7,10] U [32,47] U [14,37,89,90]
KI U [7,8,10] � �
Carbonates
Na2CO3 U [7,10] U [33,80] U [96]
K2CO3 U [7,10] � �
Nitrates
LiNO3 � (U) [81] (U) [103]
NaNO3 U [7,10] U [32,81] U [95,103]
KNO3 U [7,10] (U) [81] (U) [103]
NH4NO3 U [7] (U) [81] �
Mg (NO3)2 U [10] (U) [81] U [93,103]
Ca (NO3)2 U [10] � (U) [103]
Perchlorates
NaClO4 U [7,8] (U) [82] U [97]
Sulfates
Na2SO4 U [10] U [32,33,84] U [91,102]
(NH4)2SO4 U [10] U [32,33,84] U [91]
MgSO4 U [10] (U) [84] �
Thiocyanates
NaSCN U [7] � U [92]
KSCN U [7,8] � �
NH4SCN U [7] � �

Legend: U, done; (U), pending; �, missing.
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modes that have an average orientation (O!H) either towards or
away from the surface (Figure 1) (see B). Hence, the magnitude
of the Im vð2Þ spectrum intensity reveals the extent of OH dipole
orientation for interfacial water molecules.

As reported previously [47,48,50,76], for the air/neat water
interface, the Im vð2Þ spectrum exhibits positive and negative bands
in the lower and higher frequency sides, respectively, of the OH
stretching region (3000–3600 cm�1) (Figure 2c, black curve), along
with a positive and narrow peak at 3700 cm�1 (not shown). The
sign of the Im vð2Þ spectrum in the low frequency region (3000–
3200 cm�1) is positive, suggesting hydrogen-bonded water species
with their OH transition dipole moments oriented towards the va-
por phase; however, the absolute orientation could not be assigned
unequivocally nor reproduced by recent MD simulations [77–79].
The higher frequency region (�3200–3600 cm�1), in contrast,
shows a negative band of which the assignment is not disputed.
As indicated by the breadth of that region, the water molecules dis-
play some orientational distribution, however they have on aver-
age a net OH transition dipole moment oriented towards the
isotropic bulk liquid phase with the exception of the dangling
OH. Overall, only the topmost few layers (�1–3) of interfacial
water molecules are believed to be responsible for the observed
Im vð2Þ spectrum, while the deeper layers make little contribution
(for a thorough discussion, see [31]).

In comparison to the neat air/water interface, the presence and
interfacial distribution of simple inorganic ions in aqueous salt
solutions has the effect of inducing a supplementary surface elec-
tric field that causes the reorientation of interfacial water mole-
cules and reorganization of the hydrogen-bonding network. This
is reflected, at times, by the change of sign and magnitude of the
Im vð2Þ in the OH stretching region, particularly on the higher fre-
quency side. Hence, by comparing with the Im vð2Þ spectrum of the
neat air/water interface, one can indirectly deduce the magnitude
and direction of the interfacial electric field formed by the ion dis-
tribution. An Im vð2Þ spectrum with a positive magnitude indicates
a greater orientation of interfacial water molecules towards the va-
por phase induced by a positive surface field (Figure 1). In contrast,
a negative Im vð2Þ spectrum signifies a reorientation of water mol-
ecules towards the bulk liquid phase and the sign reversal of the
surface electric field. As such, PS- and HD-VSFG spectroscopy can
be viewed as microscopic probes of electric field effects in the inter-
facial region.

So far, fewer inorganic salt solutions have undergone investiga-
tion with PS- and HD-VSFG spectroscopy compared to surface
potentiometry (Table 2). Nevertheless, spectral changes have been
observed in the Im vð2Þ spectra of selected aqueous sodium salt
solutions relative to that of neat water, which take the form of a
positive or negative increase of the broad feature in the higher fre-
quency region (Figure 2c). Halide salt solutions (e.g. NaCl, CaCl2,
and NaI) and some oxyanion-based solution like NaNO3 exhibit a
positive increase in the higher frequency region, albeit to different
extents. NaI exhibits an Im vð2Þ spectrum in which the magnitude is
positive mostly over the full OH stretching region, except at around
3500 cm�1. This, however, contrasts with previous studies which
have found a more negative phase at this position [31,32,47]. As
mentioned above, in this case, due to the ion distributions, a posi-
tive interfacial electric field is generated that acts to reorient the
mostly weakly hydrogen-bonded water molecules. Unlike halide
salts, Na2CO3 and Na2SO4 induce a negative spectrum relative to
water, indicative of a sign reversal of the interfacial electric field.
With the exception of NaI, the Im vð2Þ spectra presented here are
in good agreement with those previously reported
[32,33,47,80,81]. The trend of the induced interfacial electric field
(or potential) change caused by different ionic distributions can
be clearly seen in the Im vð2Þ spectra relative to neat water (Fig-
ure 2c). As expected, the sign of the Im vð2Þ spectra, and corre-
spondingly, the sign of the interfacial electric field, corresponds
inversely to that of the surface potential difference found in
Figure 2b.

By looking at Figure 2b and c, it becomes evident that the inter-
facial electric field (or potential) strongly depends on the ion distri-
butions and also, in this particular case, on the anion identity. So
far it has been sufficient to consider that the intensity of the Im
vð2Þ signal relates directly to the reorientation of the OH transition
dipole moment of interfacial water molecules caused by an ion-in-
duced electric field, without any a priori molecular-level informa-
tion about the ion distributions. Nevertheless, by comparing the
magnitude of the interfacial electric fields of the different anions
(or cations), it was proposed that information could also be gained
about their relative surface propensity (i.e. interfacial concentra-
tion with respect to their bulk concentration) [32,33,48]. For exam-
ple, it has been argued that the positive electric field found at the
interface of NaCl, NaI, and NaNO3 salt solutions is due to the forma-
tion of an ionic double layer between anions located near the sur-
face and their counter-cation (Na+) located further below. The
magnitude of the induced change in the Im vð2Þ spectra compara-
tively to that of neat water suggested that I� has higher surface
propensity than NO�3 and Cl�, with Na+ cations repelled from the
surface. The small increase in the case of NaCl implies the presence
of a weak positive surface field generated by Cl� anions with
slightly greater surface propensity than Na+ ions. Based on this
kind of comparison, Shen and co-workers established a ranking or-
der of ion surface propensity [32]: I� > NO�3 > NHþ4 � Cl� >
Kþ > Naþ > SO2�

4 .
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Although the Im vð2Þ spectrum allows one to qualitatively deduce
the direction and magnitude of the surface electric field of different
aqueous solutions, its further interpretation as a means of determin-
ing ion surface propensity has led to unresolved contradictions with
MD simulation predictions. Part of the problem may originate with
the central notion of the existence of the ionic double layer at the air/
aqueous interface; its generic character ignores the molecular-level
details of the ion distributions and presupposes the presence of a
well-defined interfacial charge separation.
3. Discussion

As shown above in Figure 2a–c, one quickly recognizes the sim-
ilarity of the trend between the surface tension (aside from the
reversal between Na2CO3 and Na2SO4), surface potential, and the
magnitude of the Im vð2Þ spectra measured on aqueous salt solu-
tions. This is quite remarkable, considering that surface potentiom-
etry and PS-, HD-VSFG spectroscopy investigate electrical
properties of these aqueous interfaces in two significantly different
manners: the former measures the surface potential originating
from the contributions of all chemical species integrated over the
interfacial region, whereas the latter determines the absolute ori-
entation only of interfacial water molecules, from which the direc-
tion and magnitude of the ion-induced net electric field can be
inferred. As such, unlike PS- and HD-VSFG spectroscopy, surface
potentiometry remains rather insensitive to the intrinsic molecular
organization of the interfacial region. Nevertheless, the conver-
gence between the two sets of experiments reveal one commonal-
ity, i.e., that the unique electrical properties of air/aqueous
interfaces must come as a direct manifestation of the underlying
interfacial ion distributions and associated field effects.

The current microscopic picture of air/aqueous solution inter-
faces that has emerged in the last decade from MD simulations
predicts the existence of highly non-monotonic interfacial ion dis-
tributions [14,18,27,29,37,89–102]. Generally, it is now accepted
that large, polarizable anions with low surface charge density are
enhanced mostly in the topmost water layer but depleted in the
adjacent sublayers, while small, non-polarizable cations with high-
er charge density are concentrated mostly in the latter, thereby
forming an ionic double layer. This picture, first established for ha-
lide salts, is now proven valid for other types of salts as well,
e.g. Na2CO3, NaNO3, Na2SO4.

The surface potential measurements have been shown to be
consistent with the predictions of relative ion surface propensity.
For example, for sodium halide salts, the trend of increasing sur-
face propensity I� > Br� >Cl� follows (inversely) that of decreasing
surface potential NaCl J NaBr >NaI (Table 1). Interestingly, these
experiments also confirm the possibility of an ionic double layer
with its positive side directed towards the bulk solution which
was already hypothesized early on by Randles who recognized that
anions (monovalent) must come closer to the surface than cations
in order to explain the negative surface potential difference ob-
served for most inorganic salts [8]. Despite this remarkable agree-
ment, it remains that surface potentiometry provides no further
insight into the molecular details of the ion distribution.

In contrast, the magnitude and sign of the net interfacial electric
field inferred from the comparison between Im vð2Þ spectra of neat
water and aqueous solutions has opened the possibility that PS-
and HD-VSFG spectroscopy, in combination with some knowledge
of ion distribution profiles from MD simulations, could lend insight
into the relative ion surface propensity at the molecular level. This
correlation between interfacial electric field and ion surface pro-
pensity was first developed to explain the differences between
the Im vð2Þ spectra of HCl and HI acidic solutions [48]. It was argued
that the stronger overall surface field effect displayed by the Im vð2Þ
spectrum of HCl was a result of the greater charge separation be-
tween H3O+ and Cl� ions, even though the surface concentration
of H3O+ was predicted to be higher in HI [104]. More generally, this
has lead to the idea that a weaker (or stronger) electric field should
be the result of the thinner (or thicker) ionic double layer formed
by ion/counterion distributions with comparable (or dissimilar)
surface propensity. Following this interpretation, a ranking of rela-
tive ion surface propensity based on the magnitude and direction
of the interfacial electric field deduced from the Im vð2Þ spectra
of various salt solutions has since been proposed [32,33,80]. For
example, in the case of selected chloride salt solutions shown in
Figure 3b, the intensity of the Im vð2Þ difference spectra of all chlo-
ride solutions appear more positive than that of neat water and fol-
lows the trend MgCl2 > NaCl > NH4Cl > KCl. The same trend has
been reported previously for 2 M NaCl and KCl solutions but not
for NH4Cl, which exhibited a signal decrease compared to neat
water [32]. As mentioned above, the positive Im vð2Þ spectra means
that for all these aqueous chloride solutions, interfacial water mol-
ecules have been reoriented with their OH transition dipole mo-
ment predominantly directed towards the vapor phase.

The reorientation mentioned above has been attributed to the
net positive interfacial electric field induced by the formation of
an ionic double layer with Cl� ions closer to the surface than alkali
cations. According to the interpretation made by Shen and co-
workers [32], from the comparison of the deduced relative electric
field magnitude and sign, a ranking order of ion surface propensity
can be given as: Cl� > K+ > Na+ > NH4

+. Interestingly, the direction
of the interfacial electric field from NaCl and NH4Cl salt solutions
deduced from the Im vð2Þ spectra is opposite to the MD simulation
predictions (Cl� > NHþ4 > Na+) (Figure 4a and b) [91] and to the
measured surface potential (Figure 3a). The origin of this anti-cor-
relation between the two experimental results is an open question,
as is further discussed below.

Aside from its simplicity, this interpretation, whether right or
not, has the merit of being in fairly good agreement with computa-
tional predictions which effectively place larger, polarizable ions
closer to the surface and small, highly charged, non-polarizable
ions deeper towards the bulk. This has proven particularly true
in the case of halide salt solutions as exemplified by the prototyp-
ical case of the NaI solution [47]. Yet, as more computational and
experimental results become available, there are some interesting
issues that need to be raised when it comes to interpreting the
magnitude of the interfacial electric field as a means of determin-
ing ion surface propensity. For instance, assuming the ionic double
layer model to be valid, the magnitude of the electric field could be
equivalently rationalized based on the number density and charges
of separated ions rather than on the basis of having smaller or
greater charge separation between ions. Unfortunately, as PS-
and HD-VSFG spectroscopy measure the effects of the net interfa-
cial electric field, it cannot differentiate between these scenarios.
Furthermore, the notion of an ionic double layer could prove to
be an obvious physical oversimplication, especially when one con-
siders the simulations of some cation/anion pair distributions (e.g.
Mg2+/Cl�) that predict significant layering of alternate, oppositely
charged, ions [100] (Figure 4c). However, the experimental confir-
mation of such structuring effects has been exceptionally challeng-
ing. For example, no simple interpretation of the VSFG water
spectrum of MgCl2 solution can be given that could easily be traced
back to these effects. Indeed, it has been shown that the spectral
changes observed in the OH stretching region of CaCl2 and MgCl2

solutions are not necessarily related to a decrease in the overall
hydrogen bonding strength, but rather due to spectral convolution
effects between real and imaginary vð2Þ parts of the VSFG spectra
[33,83]. Incidentally, direct X-ray reflectivity measurements could
also not detect any layering in SrCl2 solution, even at high concen-
trations [25].
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Despite its success, it remains difficult, if not impossible, for
phase-resolved (PS- or HD-) VSFG spectroscopy alone to provide
full clarity, for example, about the origin (s) of the generated inter-
facial electric field or the actual depth and structure of the ion dis-
tributions. Part of the problem lies in the fact that the Im vð2Þ signal
from which the magnitude of the electric field is inferred depends
on several convoluted parameters which cannot always be ne-
glected or assumed constant, such as the number density of probed
non-centrosymmetric interfacial water molecules (Nw) as well as
the net orientation (along the normal to the surface) (hcos hi) and
strength of their OH transition dipole moments [105]. As with con-
ventional VSFG spectroscopy, it is not possible to distinguish be-
tween signal enhancement due to higher interfacial number
density linked to the increase in interfacial depth or thickness
(i.e. extension of the non-centrosymmetric region) and that com-
ing from increased ordering of water molecules under the influ-
ence of an ion-induced electric field.
Regarding the issue of water number density, orientation and
interfacial depth of aqueous salt solutions, a possible solution to
the problem has been provided with the help of non-resonant
SHG spectroscopy [30]. As this method measures the total SHG re-
sponse rather than spectral features coming from all non-centro-
symmetric chemical species over the entire interfacial region, it
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serves as a better probe of interfacial depth. Moreover, different
polarization combinations can be used to determine the orienta-
tion order of the interfacial water species. By using this technique,
it was shown for instance that the interfacial thickness of halide
salt solutions (NaF, NaBr, NaI) does increase with the bulk salt con-
centration in the order of decreasing anion size. In the case of the
possible change of OH transition moments at aqueous solution
interfaces, it has been argued that a comparison of the interfacial
VSFG intensity with the product of bulk IR and Raman spectral
intensities in the water OH stretching region could help to rule
out, or not, this contribution [106,107].
4. Conclusions

Surface potentiometry, PS-, and HD-VSFG spectroscopy are
complementary techniques that probe the electric properties of
aqueous interfaces in very different ways. The former method mea-
sures a surface potential that is an average of the contributions
from both water molecules and ions integrated over an imprecisely
defined interfacial region, while the latter characterizes the abso-
lute orientation of OH vibrational modes of interfacial water mol-
ecules resulting from the presence of neighboring ion distributions
in a more well defined, albeit changing depth, interfacial region.
Despite their different probing scales, both techniques delineate
a more complete picture of air/aqueous interfaces and provide esti-
mates of the magnitude and direction of the interfacial electric
field.

The simple model of the ionic double layer has suggested that
all salts undergo a clear interfacial charge separation. Several MD
simulations have shown that this is not always the case, as some
Mg2+- and oxyanion-based inorganic salts show distribution pro-
files more complicated than previously thought. A link between
this molecular picture and deduced or measured surface field ef-
fects is therefore not trivial. In that respect, further experimental
and computational work is required.

The work presented here points out a convergence between
surface potential measurements and Im vð2Þ spectra when it comes
to inorganic salt effects on the surface potential and orientation of
interfacial water molecules. However, to date, the interpretation of
these parameters in terms of electric field provides only an incom-
plete picture of the ion distribution and ion surface propensity in
the interfacial region. Further computational and experimental ef-
forts as well as new conceptual directions are therefore needed to
better understand the electrostatics of air/aqueous interfaces. Be-
yond specific ion properties, consideration in the recent literature,
for example, of ion surface propensity as a result of the competi-
tion between enthalpic and entropic driving forces has proven to
be a promising step in this direction.
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Appendix A. Surface potential

From classical electrodynamics, the total surface potential of a
planar vapor/liquid interface can be defined as the electrostatic po-
tential difference felt by a (non-perturbative) positive unit test
charge as it goes across the interface along the direction of the sur-
face normal between two remote reference points zv and zl located
in the vapor and the liquid phases, respectively. Formally, this can
be expressed as [108–110]

D/ ¼ /ðzlÞ � /ðzvÞ ¼ �
R zl

zv
Ezðz0Þdz0

¼ � 1
e0

R zl
zv

dz0
R zl

zv
hqqðz00Þidz00;

ðA:1Þ

where EzðzÞ and qqðzÞ are the normal component of the electric field
and the (orientationally-averaged) charge density at z, whereas
/ðzlÞ and /ðzvÞ are the inner (or Galvani) and outer (or Volta) poten-
tials, respectively. The former potential can be understood as the
work required to bring a unit charge from infinity to a point in
the vapor phase, just above the interface, while the latter relates
to the additional work of bringing the same charge across the inter-
face into the bulk liquid phase.

For air/aqueous interfaces, this charge density can be mainly
decomposed into water dipolar and quadrupolar moment contri-
butions [109,110], although other ways of partitioning of the total
interfacial potential have also been put forward [94,111,14]. In
contrast to the theoretical surface potential derived from the use
of ideal test charges with no excluded volume, the measured sur-
face potential involves probes of finite dimensions having an ex-
cluded volume that cannot probe inside molecules. Because these
two potential values are not strictly comparable, the dipolar contri-
bution arising from the net orientation of interfacial water mole-
cules, often referred to as surface potential, has been considered
for comparison with its experimental counterpart [112].

As with surface tension, the surface potential (difference) of
aqueous salt solutions can be defined by [10]

D/ ¼ D/w � D/s; ðA:2Þ

where D/s is the absolute surface potential of the aqueous solution.
(Traditionally, however, most authors have plotted surface poten-
tial data by taking the negative value of Eq. (A.2) [7–9,11].) Besides
the contribution coming from the dipole moments of preferentially
oriented interfacial water molecules, it is generally assumed that
the dependence of surface potential on aqueous salt solution con-
centration also originates from the formation of an ionic double
layer resulting from the different interfacial ion distributions and/
or from ions with permanent dipole moments (e.g. SCN�) [11].

Appendix B. Imaginary part of the second-order nonlinear
susceptibility (Im vð2Þ)

The intensity of the generated sum-frequency (SF) signal in the
reflected direction is proportional to the squared modulus of the
effective second-order nonlinear susceptibility vð2Þeff as well as to
the intensities of the infrared (IR) and visible (VIS) input beams
[113,114]:

IVSFGðxIRÞ / jvð2Þeff ðxIRÞj2IIRIVIS; ðB:1Þ

with

vð2Þeff ðxIRÞ ¼ ½êSF � LSF� � vð2ÞS ðxIRÞ : ½LIR � êIR�½LVIS � êVIS�; ðB:2Þ

where vð2ÞS is the (macroscopic) second-order surface nonlinear sus-
ceptibility, while êi � êðxiÞ and Li � LðxiÞ refer to the unit polariza-
tion vector and the transmission Fresnel factor at frequency
xiði ¼ SF; IR;VISÞ, respectively.

The magnitude of vð2ÞS is related to the microscopic hyperpolar-
izability bð2Þ through

vð2ÞS ðxIRÞ ¼ Nhbð2ÞðxIRÞi; ðB:3Þ

with bð2Þ given by the product of the Raman polarizability tensor
component (a) and the IR transition dipole moment (l) and N is
the number of molecules contributing to the SF signal. Hence, an
SF signal can be generated only when a vibrational transition is both
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IR and Raman active. Moreover, from Eq. (B.3), this signal can be en-
hanced either by (i) a greater alignment (hbð2Þi) of molecular transi-
tion dipole moments along the surface normal and/or by (ii) a larger
number (N) of ordered (or oriented) molecules.

In conventional VSFG spectroscopy, all the molecular informa-
tion is folded in the factor jvð2ÞS ðxIRÞj2, where vð2ÞS is complex and
can be put in the form

vð2ÞS ðxIRÞ ¼ jvð2ÞS jei/SðxIRÞ ¼ Revð2ÞS þ iImvð2ÞS ; ðB:4Þ

where jvð2ÞS j and /S are the amplitude (modulus) and phase of vð2ÞS ,
respectively. Using Euler’s formula in Eq. (B.4), it can be seen that
the imaginary part of vð2ÞS takes the form

Imvð2ÞS / sin /S: ðB:5Þ

Hence, in contrast to conventional VSFG spectroscopy, Eq. (B.5) con-
tains information on the phase /S of the sample which, in turn,
determines the sign of Imvð2ÞS and enables a distinction between
interfacial water molecules having their OH bonds oriented toward
(Imvð2ÞS > 0) and away (Imvð2ÞS < 0), respectively, from the surface.
Analogous to surface potential, one has then defined a sign conven-
tion for the imaginary part of the second-order nonlinear
susceptibility.
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