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Abstract 

 Ocean worlds are defined as bodies throughout the solar system that are known or 

theorized to contain a large amount of liquid water. Most notably, Earth is an ocean world.  

Additionally, there are many moons and exoplanets that are also considered to be ocean 

worlds including Enceladus, a moon of Saturn, among others. Understanding the complex 

chemical environment of these oceans is important to elucidating the potential chemical 

reactions occurring on these different interstellar bodies. This includes our ability to find 

life or lifelike processes on other planets and moons. Performing measurements during 

planetary missions is incredibly challenging and a great deal of work has been done to 

improve instrumentation and analysis to increase the impact of mission returned data. 

Implementing machine learning techniques to the planetary instrumentation data pipeline 

is another promising way to help further improve our understanding of these systems. 

 In this dissertation machine learning algorithms are used in a variety of methods to 

answer both categorical and numerical questions to this end. Classification type machine 

learning questions have been used to classify the presence of functional groups in analyte 

molecules using only an electron ionization mass spectrum through logistic regression. 

Regression based machine learning has been used to develop methods for identifying 

concentrations of organic classes of compounds (saccharides, fatty acids, and amino acids) 

in marine samples. This has been accomplished both with a single analyte and with multiple 
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analytes. Support vector regression proved to be the most effective and accurate at 

identifying the concentrations of these compounds in a complex chemical matrix. 

 Beyond only training accurate models, this research also utilizes and develops 

methodology to further analyze the embedded reasoning behind the model’s assignments. 

These methods included feature analysis, which involved evaluating the associated weights 

for each of the features (the x axis of spectroscopic and spectrometric data) to determine 

which features were the most important for the model’s assignments. Through this method 

it was possible to identify trends in how the model was analyzing the data that were 

consistent with how a chemist would look at the data. Sample dropout as a final validation 

was also utilized to increase confidence in some models that utilize field samples ensuring 

that no data leakage was leading to inflated accuracy values for the models. These methods 

led to more powerful and applicable models by ensuring that the models are based in reality 

and our understanding of chemistry. As machine learning is being implemented in more 

and more areas of science it is critical to scrutinize these models to ensure that they are 

giving accurate answers for the right reasons. 

 Much work is yet to be done in this area to fully identify the total diversity of 

organics in these complex aqueous environments, but machine learning has proved to be a 

powerful tool in this pursuit of understanding. The described research herein utilizes 

powerful machine learning methods to understand the chemical composition of complex 

chemical samples quickly and accurately, providing a novel perspective for the analysis of 

ocean worlds. 
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Chapter 1. Introduction 

1.1 Motivation 

The research presented here within this dissertation seeks to advance the science in two 

unique areas. Firstly, it seeks to advance our understanding of ocean worlds, bodies 

throughout the solar system that are proposed to contain liquid water, through the lens of 

utilizing our understanding of terrestrial marine chemistry. Secondly, this research aims to 

advance our utilization of machine learning and advanced data analysis techniques in the 

chemical space. The motivation behind these themes and this research arises from the rapid 

expansion of each of these disciplines and the benefits that arise from this interdisciplinary 

knowledge transfer. 

This research was funded by the National Aeronautics and Space Administration 

(NASA) Future Investigators in NASA Earth and Space Science and Technology 

(FINESST) program. The research was selected under the planetary science research 

program, aiming to fund projects that can improve our understanding of processes that 

occur throughout the solar system or for individual objects or systems. It also funds work 

that seeks to improve scientific return of past planetary missions. These aims and directives 

helped to guide the direction and motivation of this work.  

A capstone to this work was attending the first NASA Networking for Ocean Worlds 

(NOW) retreat. This was a weeklong workshop on Catalina Island, CA. The goal of the 
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retreat was to bring together people from different disciplines and perspectives that have 

research related to our understanding of ocean worlds. This research provided a unique 

perspective to the discussions arising from the interpretation and utilization of prior studies 

on terrestrial marine chemistry. 

1.2 Approach 

The approaches to achieve these goals were two-fold. From the perspective of 

applying data science techniques and methodologies to marine chemistry, it involved 

exploring both classification (sorting data into discrete classes) and regression (providing 

continuous numerical answers) type problems. This has resulted in 10 different machine 

learning techniques being tested in their ability to answer chemical questions. Beyond 

simply training accurate models advancements were also made in the realm of feature 

analysis and model scrutinization, approaches for evaluating how the models learned the 

data. It is not sufficient to simply provide accurate answers, models providing the right 

answers for the wrong reasons can be more hazardous and problematic than models simply 

being inaccurate.  

 From a marine chemistry perspective, it was critical to simplify the system to a 

level that the questions being asked of the data were concise and the results were 

interpretable. The aim of the work was to have a method to describe the organic contents 

of the ocean in a generalized method. Having the ability to describe a “recipe” of the ocean 

provides incredible access to understanding ocean health on a variety of time and spatial 

scales through rapid field analysis. This began with single analytes in a simple chemical 
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matrix and ramped into analyzing multiple analytes simultaneously on true marine samples 

with their intrinsic large chemical complexity and diversity.  

 The themes of data science and marine chemistry collided in defining the dataset. 

These projects ranged from web scraping to the hand curation of datasets. In web scraping 

data volume is a nonissue, for certain datasets thousands of potential datapoints exist 

online. The limitations arise from unexpected irregularities in the data and the associated 

struggles with identifying a dataset of unknown representatives. At the other end of the 

spectrum, is making chemical matrices in the lab. In this context practically total control 

over chemical representatives and concentration ranges is possible. However, in this 

context the limitations become time, personnel, and cost of chemical reagents. 

1.3 Dissertation Highlights 

The roadmap of this dissertation is as follows. Chapter 2. Pertinent Background 

Information” provides context and background information to key aspects of the 

dissertation. 2.1 Chemical Systems” Provides background into the chemical systems of 

terrestrial (Earth) marine chemistry, and Enceladus, a moon of Saturn. 2.2 Analytical 

Instrumentation Explains the analytical instrumentation used to generate datasets for the 

work, these include the vibrational spectroscopic techniques of Raman and IR. These 

sections go into both the theory and explanation of the techniques as well as information 

regarding the specific analytical instrumentation used. 2.3 Machine Learning Approaches 

Explores the different machine learning approaches utilized throughout the dissertation. 

 Chapter 3. Array Based Machine Learning for Functional Group Detection in 

Electron Ionization Mass Spectrometry” explores the utilization of machine learning 
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methods to classify the presence of functional groups in compounds using electron 

ionization mass spectrometry. Convolutional neural networks and logistic regression were 

tested for their ability to identify 18 specific functional groups and generalized functional 

group classifications. Logistic regression was found to be much more effective than the 

convolutional neural networks. By analyzing the associated features of the more successful 

logistic regression models a suggested mass range and resolution for future planetary 

methods was suggested of unit resolution with a mass range that at minimum covers 1 – 

100 m/z units. 

 Chapter 4. Saccharide concentration prediction from proxy sea surface microlayer 

samples analyzed via infrared spectroscopy and quantitative machine learning.” creates a 

framework for identifying organic compounds in marine samples. Saccharide 

concentrations were quantified using regression-based machine learning. A dataset was 

generated in lab using concentrations of glucose and egg serum albumin (ESA). 

Concentrations of glucose in these samples were used to train models utilizing six different 

machine learning methodologies. The models were further tested using a small 

supplemental dataset that beyond just containing glucose and ESA, also obtained bovine 

serum albumin (BSA), 1-butanol, and sucrose.  The target saccharide concentration for 

these samples arose from the sum of glucose and sucrose. It was determined that support 

vector machines and gradient boosted regressors were the best models for accomplishing 

this task. 

 Chapter 5. Multi Analyte Concentration Analysis of Marine Samples Through 

Regression Based Machine Learning” expands upon the results from chapter 4. In this work 
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the same six methods, along with two additional methods were tested on two different 

datasets with the goal of identifying three different chemical analytes, saccharides, fatty 

acids, and proteins through the lens of amino acids. Two unique datasets were developed 

with this goal in mind. The first was a series of concentration gradients on ultrapure water, 

the goal of this dataset was to provide well resolved and isolated spectral signatures for the 

analyte compounds. The second applies the same concentration gradients on top of 10 

unique marine samples from a variety of sources. After analyzing all of the combinations 

of dataset and machine learning technique it was found that support vector machines 

combined with the marine sample dataset was the most successful. A model dropout test 

was used to further scrutinize the model results to find model limitations and increase 

confidence in model results. 
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Chapter 2. Pertinent Background Information 

2.1 Chemical Systems 

Ocean worlds are bodies throughout the solar system which are theorized to contain 

liquid water. These bodies include many moons and exoplanets but also include Earth. All 

of the work presented here focused on the chemical systems of Enceladus, one of the moons 

of Saturn, and Earth as an analogue for ocean worlds while in tandem creating methods to 

understand our own marine environment. 

2.1.1 Terrestrial Ocean Chemistry 

When sampling ocean worlds, our own ocean provides the easiest target to explore 

due to its proximity. Advancements in this area directly affect our ability to understand 

aspects of ocean chemistry throughout the other ocean worlds. Even with the differences 

in the interactions between ocean and the atmosphere (or lack thereof) or the energy sources 

within the system may change, there is still a bulk liquid ocean that can utilize this 

transferred knowledge.  A major factor in this understanding is the concept of the interfacial 

sea surface microlayer (SSML) 

The SSML is chemically complex and different than the bulk ocean.1–7 Acting as 

the “ocean’s skin”, the interactions of the SSML affect climate5,8–10 and ice nucleation.4,11–

13 Because the SSML has different properties (organic and ion composition among others)  

than the bulk ocean,14–17 this layer is of particular interest for understanding the marine 

ecosystem. Due to the higher concentration of organics partitioning to the SSML, it is 
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enriched with lipids, proteins, and saccharides which all contribute to the total organic 

carbon (TOC).18–22  

2.1.2 Enceladus as an Ocean World 

Enceladus has been a target of chemical intrigue since the discovery of its plume, 

an eruption of ice grains and volatiles from the surface of the moon that have the potential 

to contain biosignatures, if indeed the subsurface ocean contains life.23–28 The plume is 

proposed to be sourced from the subsurface ocean due to the presence of molecular H2, 

methane, and nanograins of silica.29,30 These observations are consistent with water rock 

interactions and temperatures of over 90 C.30 The observation of organic macromolecules 

in the plume required an explanation, leading to planetary scientists calling on prior 

literature and understanding of terrestrial marine chemistry (2.1.1 Terrestrial Ocean 

Chemistry). The current hypothesis is the presence of a layer of organic materials at the 

interface of the subsurface ocean and ice shell that is being sampled by the plume (Figure 

1).23,26,27,29,31,32 Although the proposed SSML has not been directly sampled the presence 

of this layer would be consistent with observations of organics being sampled by the plume.  
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Figure 1. Simplified diagram of proposed physical and chemical processes occurring on 

Enceladus. 

The putative organic layer has been sampled indirectly during multiple flybys of 

Enceladus by the Cassini Mission.23,25,27 The two onboard mass spectrometers – the Ion 

Neutral Mass Spectrometer (INMS) and the Cosmic Dust Analyzer (CDA) – performed 

measurements of the gas and ice grains that were ejected from the interior of Enceladus via 
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the plume. The difficulty in the full utilization of the INMS and CDA databases largely 

arises from the low mass cutoff and the low mass resolution (m/Δm of 100 for the INMS 

where a traditional quadrupole has a 10x greater resolution, the CDA only has a m/Δm of 

20-50) of these instruments.33 

The complicated chemical environment of Enceladus’ plume is of particular 

interest because it serves as a window into the (bio)geochemistry occurring within the 

subsurface ocean.23,34 This is convolved with processes happening at the ice-ocean 

interface, at fissures where ocean material is expressed into space via the plume.35,36 Low 

and high mass surface-active organic molecules are important to categorize for obtaining 

a more thorough understanding of the chemical and physical interactions occurring at this 

interface. Developing this type of analysis could therefore enhance the return of NASA 

Planetary Science Division missions such as the Cassini Mission as well as future missions 

sampling the plume of Enceladus or materials from other Ocean Worlds. 

The mass spectrometry data obtained from Enceladus during the Cassini Mission 

has already had important impacts on planetary science. Postberg and colleagues identified 

a subset of the organic-molecule-containing (subset of Type II) ice grains as being high 

mass organic cations (HMOC). This was done by finding repeated patterns of +12-13 mass 

units for molecules with mass-to-charge ratios greater than 80 m/z. This pattern was 

important as it indicated the presence of compounds with a carbon atom count of 7 to 15. 

They also identified fragments that suggested the presence of benzene rings.27 On the other 

end of the mass spectrum (pun intended), Khawaja and colleagues identified low mass 

organic molecules that contained N- and O- bearing and aromatic components. They were 
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also able to predict the presence of low-mass amines and carbonyls.25 The quest to 

understand the ice grain data from Enceladus has also been supplemented by analogue 

experiments on Earth. Klenner and colleagues in multiple papers explored what possible 

biosignatures might look like if they were detected coming from Enceladus.37,38 This has 

been done by experimentally simulating the impacts of ice grains as we try to replicate the 

Cassini dataset conditions on Earth. They worked to determine the limit of detection for 

amino acids, fatty acids, nucleobases, and metabolic intermediates setting the benchmark 

of what biosignature detection might look like for Enceladus.23,26 

 

Table 1. Reported Mass Fragments from in situ measurements of the Enceladus plume. 

Relevant Chemical Fragments of Type II Ice Grains from CDA and INMS Data 

 
 
 
 
 
 
 

Type II 
Ice 

Grains29 

Category HMOC, 
LMCS or 

Both 

Mass 
of Ion 

(u) 

Possible Identity 
of Ion 

Possible 
Functional 
Groups the 
Parent Ion 

Would Contain 
Carbon 
Chains 

HMOC27 N ± 
12* 

Unsaturated 
Carbon Chains 

Unsaturated C7 
to C15 chains 

O 
Containing 
Functional 

Groups 

 
Both25,27 

29-31 
 

43/45 

CH1,2,3O+ 

 

C2H3,5O+  

Carbonyl25,27 
Ethoxy25,27 

Hydroxyl25,27 

N 
Containing 
Functional 

Groups 

 
Both25,27 

 
18 

 
NH4

+ 
Amine25 
Nitrile25 
Amide25 

Aromatic 
Functional 

Groups 

 
Both25,27 

77/79 
 

89/91 

C6H5,7
+ 

 
C7H5,7

+ 

Benzene (Non-
Fused)25,27 
Phenyl25,27 
Benzoyl25 

*N = nominal mass > 80 m/z. 
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Table 1 exhibits a brief review of the identification of fragments within the ice 

grain dataset thus far. There have been studies assigning ions to possible organic fragments; 

the difficulty is that each of these fragments may have come from multiple possible 

functional groups or fragments of larger molecules. These types of assignments are not as 

difficult to do with traditional mass spectrometer instruments and they commonly use 

tandem mass spectrometry techniques, where ions in a single mass window are trapped and 

isolated prior to analysis, simplifying the mass spectrum significantly.39–41 but this was not 

possible for the two MS instruments aboard Cassini.  

2.2 Analytical Instrumentation 

2.2.1 Raman Spectroscopy 

Raman spectroscopy measures inelastic scattering, in which the vibrational energy 

changes after interaction with light. This means that upon excitation the bonds vibrate.42 

These vibrations cause there to be a difference in the excitation wavelength before and after 

the collision with the molecule ( 

Figure 2). 

 

Figure 2. Overview schematic for Raman spectroscopy. 
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When light interacts with a molecule there are three possible outcomes. In order of 

drastically decreasing likelihood, the light can be elastically scattered and only its direction 

is changed, some of the energy can be absorbed through bond vibrations leading the light 

to lose energy and red shift upon scattering, and finally the already excited bond vibration 

can add energy to the energy of the collided light leading the scattered photon to be of 

higher energy and blue shifted. In Raman spectroscopy these are referred to as Ryleigh, 

stokes, and anti-stokes respectively (Figure 3. A-C). 

 

Figure 3. Simplified vibrational diagram of Raman processes. 

Raman is typically reported as a function of frequency shift which has units of 

wavenumbers (cm-1). This Raman shift can be calculated using the following equation. 
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Equation 1 Raman Shift: 

𝑅𝑎𝑚𝑎𝑛 𝑆ℎ𝑖𝑓𝑡 (𝑐𝑚ିଵ) =  
10଻

𝜆௘௫ (𝑛𝑚)
−

10଻

𝜆௢௨௧ (𝑛𝑚)
 

 Excitation efficiency increases as the wavelength used for excitation decreases 

(proportional to 1/λ4). However, using these shorter and shorter wavelengths has 

downsides. For aqueous samples, the largest downside to using shorter wavelengths is an 

increased prevalence of Raman fluorescence. This occurs when the energy used to achieve 

the virtual state overlaps with a molecule’s vibrational states (Figure 3. D). After relaxing 

through the excited vibrational states, a photon can be released as fluorescence. In the 

spectra this typically presents itself as broad peaks and elevated baselines. 

 The initial excitation source for Raman spectroscopy is a laser. This is due to the 

minimal wavelength variance within the source allowing for high wavenumber resolution 

on the back end. Laser stands for light amplification by stimulated emission of radiation. 

Stimulated emission refers to when an incoming photon interacts with an atom in an excited 

electronic state. This interaction causes the electron to drop in energy level releasing 

another photon in the process. That released photon can then go cause a stimulated 

emission event for another excited atom. The group of atoms that will be excited and used 

to emit photons is referred to as the lasing medium. These media can be solids, liquids, or 

gases. 

 From an electronic structure standpoint, lasers require many atoms to be in an 

excited electronic state. Under standard conditions most atoms do not exist in an excited 

state. To utilize stimulated emission to generate a laser beam a population inversion of 
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these excited states is required to generate the chain-reaction of stimulated emission events. 

Practically, to cause this to occur a minimum of a three-level laser is necessary (Figure 4. 

A).  These three levels require three different electronic energy state changes. First atoms 

in their ground state are excited through a pump phase. This excitation typically comes 

from a light source or through running a current through the lasing medium (Figure 4. B). 

Next an internal relaxation occurs, and this reaction needs to happen quickly. After that the 

lasing transition occurs and this must occur orders of magnitude slower than the internal 

relaxation. This creates the necessary population inversion to make a laser work.  

 

Figure 4. Diagrams depicting the theoretical (A) and practical (B) setup and 

implementation of a laser. 

 Laser light has three important characteristics. The light is monochromatic, 

coherent, and directional. Monochromatic means that the laser light is only one 
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wavelength. This is critical to Raman spectroscopy as the wavenumbers that make up the 

x-axis are relative with respect to the incident wavelength. If this monochromaticity is 

disrupted it can lead to duplication of Raman bands separated by the difference in 

wavenumbers of the true laser wavelength and any other wavelengths being scattered. 

Laser light is also coherent, this means that the waves of the light line up trough to trough 

and peak to peak and the photons are moving in the same direction. This coherence arises 

from the stimulated emission of photons and is critical to increasing the power of emitted 

laser light through the interference of the waves being constructive. Finally, the laser light 

is directional meaning that all of the light is being focused in the same direction. This 

directionality is in part governed by the series of mirrors in the laser housing. Having fully 

reflective mirrors throughout the laser apart from where the laser is leaving from where it 

is still largely but not entirely reflective allows the laser to have a low degree of beam 

divergence which is important to achieving high levels of signal and also minimizing risk 

of injury from stray photons.  

 The described instrument also can perform polarized Raman. This provides 

additional information that traditional Raman spectroscopy does not. This additional 

information includes the aspect of symmetry. Depolarization ratios (ρ) are calculated for 

resolved vibrational bands corresponding to individual vibrational signatures using 

Equation 2.42 

Equation 2 Depolarization Ratio: 

𝐷𝑒𝑝𝑜𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑖𝑜 (𝜌) =  
𝐼⟂

𝐼∥
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 Depolarization ratios of less than 0.75 are defined to be polarized bands and are 

expected to be fully symmetrical. Ratios of more than 0.75 are defined as depolarized bands 

and are assumes to be not completely symmetric. 

 The laser system for the described system contains a diode pumped 532 nm green 

laser continuous wave laser from CrystaLaser. The laser itself has two built in optical 

components including a laser line filter that ensures that the laser output is within 531.5 

and 532.5 nm and a polarizing filter that ensures that all the light is vertically polarized 

with respect to the laser casing.  This laser is then emitted directly into a sample holder that 

holds a quartz cuvette. The subsequent scattering of the laser light after interacting with the 

sample is collected by a custom-built Raman probe from InPhotonics. It can collect both 

light that is parallel (∥) and perpendicular (⟂) to the polarized laser light into two 

independent fiberoptic channels. Which are then vertically stacked when introducing them 

to the spectrograph. This makes the orientation of the fiberoptic critical to maintain when 

detaching and reattaching the combined fiberoptic to and from the spectrograph as the 

misorientation of this junction can cause issues with the signal intensity of one or both 

polarized channels. 
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Figure 5. Diagram of collection of polarized Raman signal from excitation source to 

spectrograph. 

 The end of the fiberoptic is connected to an entrance slit connected to a micrometer 

(for reading micrometer see Appendix D. Supplemental Information for 532 nm Polarized 

Raman)  with a 50 µm slit width. Adjusting this entrance slit width to be more narrow 

increases resolution but reduces overall signal whereas opening the slit has the opposite 

effect. The slit has an operating range of 0.010 – 3 mm (10 – 3,000 µm). 

The spectrograph in the described system is a IsoPlane® from Princeton 

Instruments. The physical layout of the spectograph is similar to a  Czerny-Turner 

spectograph (Figure 6. B) however Princeton has made propierty changes to avoid 

astigmatism so they refer to the design as a Schmidt-Czerny-Turner spectograph (Figure 

6. A). The IsoPlane® also contains three different gratings attached to a rotating turret.  
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Figure 6.  Theoretical Czerny Turner Spectrograph (II) and Schmidt-Cserny-Turner 

Spectrograph (I) layouts of the described spectrograph. Similar components have been 

labeled A-E. 

 These grating characteristics describe the efficiency of the wavelength separation 

by diffraction. Having a higher grating density, typically reported in the units of grooves 

per millimeter (g mm-1) results in a greater spectral resolution by reducing the distance 

between grooves.  

It is important to note that, for the described spectrograph due to the fixed size 

CCD, increasing the grating density from 600 g mm-1 to 1200 g mm-1 increases the 

resolution but it also reduces the range of the spectrum that can be collected by the CCD 

camera as that is fixed by length and pixel density. 

Utilizing a blazed grating, like what is in the described spectrograph allows for the 

optimization of a certain order diffraction of light. Doing so maximizes for the grating 
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efficiency (amount of light being diffracted into the desired diffraction order relative to the 

total flux of incident light) without having to change other structural characteristics of the 

spectrograph. For the described setup the blaze values are referenced in units of nm. This 

shows which region of the electromagnetic spectrum that that blaze angle is optimized for 

(i.e. 715 nm blaze optimizes for the visible region and 300 nm blaze would optimize for 

the UV region). The described setup has the following grating and blaze options, 600 g 

mm-1 with a 750 nm blaze, 1200 g mm-1 with a 750 nm blaze, and 1200 g mm-1 with a 500 

nm blaze.   

 

Figure 7. Diffraction of light with a blazed grating. 

 After diffraction the light is focused through a mirror and is detected by a liquid 

nitrogen cooled CCD camera. The CCD determines intensity at a given wavenumber 

through counting photons at a given pixel. The photons are converted to electrons through 

the internal metal-oxide-semiconductor. These electrons are collected for a given time (the 

exposure time) and that voltage is then measured. The voltage is then proportional to the 

intensity of the light at that pixel. This is why Raman signals are typically reported as 
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arbitrary detector units on the y axis these values vary from instrument to instrument and 

vary with exposure time. The most important thing for detection is to ensure that none of 

the spectra will oversaturate the pixels which will decrease the usability of the spectra 

collected but can also cause permanent damage to the CCD detector. The vertically 

polarized and horizontally polarized spectra are collected by vertically summing bands of 

the CCD camera (Figure 8). 

 

Figure 8. Image of Raman CCD (I). Summed regions of interest (ROI) converted into 

Raman spectra (II). 

Note that in the polarized spectra presented there is a small artifact of intensity 

variability at approximately 3400−3450 cm−1; normalization did not prove useful to 

remove this small variability.43 The consistent observation of this artifact did not have 

repercussions for the machine learning models as it is read just as a small systematic error 

in the data and is within every training spectrum and thus contains no predictive power. 
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2.2.2 Fourier Transform Infrared Spectroscopy 

 Infrared spectroscopy (IR) generally utilizes wavenumbers between 4,000 and 400 

cm-1 for the mid IR range.  When a sample is exposed to IR light some of that light is 

absorbed by the molecules generating an excited vibrational state. These energies are much 

smaller than the energies observed in Raman spectroscopy (section 2.2.1). Figure 9 

demonstrates these vibrational transitions observed. 

 

Figure 9. Energy diagram of the absorbance of IR light generating an excited vibrational 

state.  

 IR sources are typically black body radiators meaning that they take in voltage and 

emit broadband light in a variety of wavelengths depending on the material. The described 

work utilizes a glow bar which is typically made of silicon carbide. 

 The data described in this dissertation was taken at a resolution of 1 wavenumber 

from 4,000 to 440 cm-1. This large range of wavenumbers coupled with the sampling of 

each individual wavenumber would lead to 3660 monochromatic values to be collected per 

sample. This slow data collection process is unnecessary when the IR is coupled with a 

Michelson interferometer. This interferometer allows for the collection of all of the 

wavelengths of light simultaneously within the time domain rather than the frequency 

domain.  
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 A Michaelson interferometer works using a series of optics and mirrors to create 

reproducible patterns of constructive and destructive interference. This pattern is made 

using a fixed mirror and a rapidly moving mirror (Figure 10). Both of these mirrors are 

illuminated by the IR beam through a beam splitter. The difference in distances from the 

beam splitter between the fixed and moving mirror is what generates the interference 

pattern based on the phase of the light when it is reflected. After reflection the recombined 

beam is directed to the sample. This can be done through a variety of methods but for the 

described work the beam is directed through a crystal to perform attenuated total reflection 

(ATR).  

 

Figure 10. Path diagram of an attenuated total reflection (ATR) Fourier transform infrared 

(FTIR) spectrometer. 

 In ATR sampling, the sample is exposed to the IR source beam many times through 

the form of an evanescent wave. This occurs because the IR beam undergoes total internal 
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reflection many times throughout the ATR crystal.42 When a sample is in contact with this 

ATR crystal there is penetration of that IR beam into the sample where the vibrational 

signature of the sample changes the IR beam as certain wavenumbers are absorbed into 

vibrational modes (Figure 11). For this to be optically possible it is necessary for the 

crystalline material to have a higher refractive index than the sample that is to be analyzed, 

and for there to be sufficient contact between the crystal and sample. In the described work 

the ATR crystal is made of diamond which has a refractive index of ~2.4 and the samples 

are largely made of water which has a refractive index of 1.3~ (all refractive indices are 

reported for a given wavelength and temperature and there is small variation in the 

refractive indices if different temperatures or wavelengths are used). 
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Figure 11. Evanescent wave moving through an attenuated total reflection (ATR) crystal 

and sampling a sample droplet through its contact with the ATR crystal.  

After the IR beam interacts with the sample it is then sent to the detector. In the 

described work this is an HgCdTe or Mercury Cadmium Telluride (MCT) detector. This 

detector is particularly sensitive to mid IR light and is an example of a photovoltaic 

detector. This simply means that the detector is able to convert photons into an electrical 

signal.   The collected signal is in the time domain, a Fourier transform is then used to 

convert the data back into the frequency domain. 

 
2.3 Machine Learning Approaches 

 The learning in machine learning (ML) can be described as supervised, 

unsupervised, or reinforcement learning. Supervised learning involves the models being 

trained on labeled data, meaning that during the training the model is provided the data as 

well as the “correct” answer that the model is expected to reproduce if it were to see this 
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piece of data again in the future. Unsupervised learning is not provided with labels, instead 

the models must utilize similarities within the data to identify potential clusters of similar 

data through a variety of mathematical approaches.44 Finally, reinforcement learning is 

what people typically think of when they consider machine learning for the first time. 

Reinforcement learning tasks consist of tasks that have their own internal scoring metric, 

like playing a game, or driving a car and following road rules. The described work are all 

examples of supervised ML meaning that from this point forward when referring to ML, it 

is implied that the ML is supervised.  

Machine learning is typically broken down into two kinds of questions. First 

classification type problems work to answer the question, “What is this?” In this type of 

ML the data is broken up into labeled classes. And the data coupled with these quantized 

labels is used to train a model that typically will generate a numerical score to determine 

which class a new piece of data should be sorted into. Classification ML is the basis for 

Chapter 3. Array Based Machine Learning for Functional Group Detection in Electron 

Ionization Mass Spectrometry Regression type problems are the other kind of questions 

that ML can answer. Regression type problems are those that answer the question “How 

much?”. In this context the models’ answers come in the form of a float and can be any 

numerical value. Regression type questions make up the basis for Chapter 4. Saccharide 

concentration prediction from proxy sea surface microlayer samples analyzed via infrared 

spectroscopy and quantitative machine learning. and Chapter 5. Multi Analyte 

Concentration Analysis of Marine Samples Through Regression Based Machine Learning. 
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In all kinds of ML, the data is described as having a consistent number of features. 

In the general ML context these features could be anything from numerical values to labels. 

For the purposes of this work features are typically chemical data in the form of mass 

spectral data or spectroscopic data. For these examples a single feature would be a single 

wavenumber in a Raman spectrum or a single mass in a mass spectrum.  

The data for ML is also typically split into 3 parts. These are referred to as the 

training, validation, and test data. The training data is used to adjust the model parameters 

so that it can “learn” the data and generalize the patterns within. The validation data is 

typically utilized during the training between each iteration of changing the model 

parameters. This provides a metric of how the training is going and predicts how well that 

model will perform on new data. Test data is typically withheld so that final model 

parameters can be calculated by observing how the model performs on truly new data. 

2.3.1 K-Nearest-Neighbors 

K-Nearest Neighbors (KNN) can be utilized for classification or regression 

analysis. In either case the algorithm utilizes the placement of previously learned data to 

identify either the class or value of new data. The number of reference points is defined as 

the K-Neighbors used to evaluate new data.44 The scoring function that this algorithm uses 

is calculating the distance from the new point to a defined (K) known data points. For 

classification the model then assigns the new data to the class that has the smallest distance 

from the new data point (Figure 12. I). For regression the output value is calculated by 

comparing the values that are the spatially closest to the new data point (Figure 12. II). 
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Figure 12. Summary of K-Nearest-Neighbor classification (I) and regression (II) 

approaches. 

 This distance can be calculated in many ways but the default for the scikit-learn 

function is the Minkowski distance45 (Equation 3) When p = 2 this is a generalized form 

of Euclidian distance and is calculating the hypotenuse between two points to determine 

the distance. 

Equation 3 Minkowski equation for distance: 

𝑀𝑖𝑛𝑘𝑜𝑤𝑠𝑘𝑖 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  ൭෍ |𝑥௜ − 𝑦௜|
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൱
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 Limitations of this model include being very data heavy in the final product. Unlike 

other ML methods that once they have a function fitting the data no longer need constant 

access to the training dataset, KNN utilizes the dataset with every decision thus making the 

final model no smaller than the data size of the entire training dataset. This model also 
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tends to struggle when the input data has many more features than it has unique data points. 

This can lead to overfitting thus over confidence of the model .46 

 
2.3.2 Logistic Regression and Support Vector Machines 

Logistic regression, despite having regression in the name is typically used for 

classification type problems. Logistic regression is a binary classifier which uses the 

training data to maximize the distance between two classes numerically labeled as 1 and 0 

arising from the likelihood that an event will occur. A sigmoid function is a common metric 

of choice for logistic regression (Equation 4). 

Equation 4 Sigmoid function: 

𝜎 =  
1

1 + 𝑒ି௫
=  

𝑒௫

1 +  𝑒௫
 

 When applying the sigmoid function to ML questions the x in Equation 4 is 

replaced with a linear combination of features of the training dataset and associated 

weights. These weights are iteratively adjusted to maximize separation after the sigmoid 

activation is applied (Figure 13).  
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Figure 13. Summary of logistic regression classification approach. 

 Unlike logistic regression support vector machines (SVM) can be used for both 

classification or regression type analysis. In either case the SVM would be called a support 

vector classifier (SVC) or a support vector regressor (SVR) for classification and 

regression respectively. Similarly, to logistic regression SVMs also work to use a 

mathematical function to separate data for classification but it can also utilize high 

dimensionality data and functions to fit training data for regression purposes as well. 

 This fitting is done by transforming the data into a higher dimensionality space via 

a mathematical kernel to apply a hyper plane to either fit or separate data points of the 

training dataset (Figure 14). The data points that are closest to that fitting or splitting 

hyperplane are referred to as the support vectors and directly influence the placement and 

adjustments of the hyperplane. 
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Figure 14. Summary of support vector machine kernel transformation for the application 

of hyperplanes. 

 In this work the mathematical kernel used for transformations is a radial bias 

function (RBF), also known as a squared-exponential function. The subfunction d in the 

following equation represents the Euclidian distance (Equation 3 when p = 2) and it is 

scaled by a length scale (l) which has a default value of one.47 RBF is a common kernel for 

both classification and regression type problems and is used in this work (Equation 5).  

Equation 5 Radial Bias or squared exponential function: 

𝑘൫𝑥௜ , 𝑥௝൯ = exp ቆ−
𝑑(𝑥௜ , 𝑥௝)ଶ

2𝑙ଶ
ቇ 

 
2.3.3 Decision Trees and Associated Ensemble Algorithms 

Decision trees are algorithms that can analyze both classification and regression 

problems in ML. They work similarly to how dichotomous keys work in phylogenetics in 

which a series of binary questions are asked to separate data into discrete classes. In this 

work the specific loss function being minimized to split up the data is the classification 

and regression tree (CART) used by scikit-learn (Equation 6). In the following the n 
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variables correspond to the number of data points in total or in either class (right or left), 

and the H variables correspond to the group homogeneity of the data that has been 

grouped together. 

Equation 6 Cost function for classification and regression tree (CART): 

𝐽(𝑓, 𝑓௞) =  
𝑛௟௘௙௧

𝑛
𝐻௟௘௙௧ +

𝑛௥௜௚

𝑛
𝐻௥௜௚  

This cost function looks at a single feature (f) and a threshold metric (tf). As the 

model is trained. An example of this split could look like splitting data based on data that 

has an intensity of 1000 ADU at 3010 cm-1 for a Raman spectrum. Data that met or 

exceeded that intensity would be placed into the left group and the data that did not meet 

the threshold would be placed into the right group. These decisions are repeated and again 

until all of the data has been separated based on the function parameters that were originally 

stated in the Python script. Each internal decision node can use a different feature and they 

are all evaluated to find the features that best separate the data. Once the model has been 

trained a new datapoint can be run through the model to determine which leaf node it 

belongs to and then the tree can decide the assignment of the new datapoint (Figure 15). 

This training method is prone to overfitting based on the limitations of using only one 

feature at a time. If a dataset has many features the number of possible combinations of 

utilized features balloons quickly. 
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Figure 15. Generalized decision tree schematic. 

Because decision trees are computationally inexpensive to train, and to offset the 

overfitting limitations of decision trees it is possible to use many decision trees 

simultaneously to generate more complex models. Approaches that utilize the training and 

implementation of many smaller, less complex models are referred to as ensemble models. 

In ensemble training all models are trained on the same dataset but each model is able to 

come to it’s own conclusion and make a decision on the data. Then larger scale decisions 

can be made by looking at the decision distributions of all of the models within the 

ensemble. In is possible to customize ensemble approaches to use multiple kinds of models 

simultaneously but in this work only decision trees are used within the ensembles. There 

are two general methods to use many decision trees to make a ensemble model, these are 

random forests and gradient boosting. 
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The main difference between random forests and gradient boosting is in what order 

are the decision trees trained? For random forests all of the trees are trained simultaneously 

and typically in parallel. Each tree gains no information as to how the other trees are 

making their decisions. Each tree then gets a “vote” in the final ensemble solution. The 

solution with the most votes is what the model outputs as its final answer (Figure 16). 

 

Figure 16. Generalized scheme for random forest models. 

 Gradient boosting, in contrast, only trains one tree at a time but each tree is trained 

on the residuals on the previous tree. In short, each tree is directed to where the previous 

tree went wrong in its assignments and is able to adjust for each subsequent tree (Figure 

17). Over many iterations the trees ideally get better and better until they converge on a 

optimized splitting structure. Unlike random forests, gradient boosting requires many more 

computational resources. This computational expense can be reduced by utilizing different 

mathematical solvers, functions like this include the histogram gradient boosting. 



34 
 

 
Figure 17. Generalized scheme for gradient boosting. 

2.3.4 Neural Networks 

Artificial neural networks (ANN) are named such for their similarities in structure 

to brain and nervous system neurons. Neural networks can be used for classification and 

regression ML problems. The earliest neural networks came in the form of the single 

perceptron in the 1950s. The general structure of the single perceptron is a single layer of 

threshold logic units (TLU) and a bias value. These TLU have input values, and each input 

value has an associated weight. These inputs and weights are used to calculate a weighted 

sum which is then provided to a step function which traditionally would provide a 0 or 1 

as a kind of classification output based on whether the weighted sum was above or below 

a threshold value. 

 The ways that these perceptrons are trained are based in the understanding of 

biological neurons as well. The idea of neurons that fire together wire together was coined 

in the 1950s and suggests a method of adjusting weights and biases to improve perceptron 

training. These models are trained in a step-wise iterative process the adjusted weights (wN) 

from one step to the next can be described as the previous step’s weight (wN-1) plus the 
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learning rate (η) multiplied by difference between the output of the previous step’s output 

and the target or true output multiplied by the input value (x) This is shown in Equation 

7.  

Equation 7 Perceptron Learning: 

𝑤ே
ே௘௫௧ ௌ௧௘௣

=  𝑤ேିଵ + 𝜂(𝑦ேିଵ − 𝑦ො)𝑥 

 Instead of only using one layer of these simple neurons it is possible to stack 

multiple of these layers together to create a multi-layer perceptron. After the first layer 

instead of receiving the inputs of the model, all subsequent layers (N) would receive the 

result of the N-1 layer’s computation that the weights and associated biases on the initial 

input or the output of the N-2 layer. The internal layers between the input and the eventual 

output are referred to as hidden layers. These additional layers add computational 

complexity to the model, allowing it to analyze more and more complex problems and 

datasets (Figure 18). Eventually when enough layers are used this is referred to as deep 

learning as there is a deep stack of hidden layers involved in the computation.  

 

Figure 18. Generalized scheme for artificial neural networks. 
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Chapter 3. Array Based Machine Learning for Functional Group 
Detection in Electron Ionization Mass Spectrometry 

Mass spectrometry is a ubiquitous technique capable of complex chemical analysis. 

The fragmentation patterns that appear in mass spectrometry are an excellent target for 

artificial intelligence methods to automate and expedite analysis of data to identify targets 

such as functional groups. To develop this approach, we trained models on electron 

ionization (a reproducible hard fragmentation technique) mass spectra so that not only the 

final model accuracies, but moreover, the reasoning behind model assignments could be 

evaluated. Convolutional neural network (CNN) models were trained on 2D images of the 

spectra using transfer learning of Inception V3 and logistic regression models were trained 

using array-based data and a Scikit-Learn implementation in Python. Our training dataset 

consisted of 21,166 mass spectra from the United States’ National Institute of Standards 

and Technology Webbook. The data was used to train models to identify functional groups, 

both specific (e.g., amines, esters) and generalized classifications (aromatics, oxygen-

containing functional groups, nitrogen-containing functional groups). We found that the 

highest final accuracies on identifying new data were observed using logistic regression 

rather than transfer learning on CNN models. It was also determined that the mass range 

most beneficial for functional group analysis is 0 – 100 m/z. We also found success in 

correctly identifying functional groups of example molecules both selected from the NIST 

database and experimental data. Beyond functional group analysis we also have developed 

a methodology to identify impactful fragments for the accurate detection of the models’ 
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targets. The results demonstrate a potential pathway for analyzing and screening substantial 

amounts of mass spectral data. 

3.1 Introduction 

Functional group identification is an important strategy for molecular structure 

analysis in analytical techniques such as mass spectrometry. 48–51 Mass spectrometry often 

looks at fragmentation of molecules so that the original (parent) structure may be 

elucidated.52–54 Such analyses can be challenging. The presence of functional groups can 

aid in predicting where fragments will occur, however, identifying specific fragments 

corresponding to the presence of functional groups proves difficult. 55 Machine learning 

(ML) methods aid in pattern recognition when supplied with large data sets. This couples 

nicely with mass spectrometry’s fragmentation patterns, making ML a promising tool to 

identify functional groups, and thus, fragments of interest.56–59 

Generally, mass spectrometry is not as commonly used for bulk functional group 

analysis without the use of extra sample preparation or tandem mass spectrometry 

techniques (MS/MS) .60,61 For example, in previous work the analysis of amino acids has 

been aided by derivatization via ninhydrin prior to using high performance liquid 

chromatography and tandem mass spectrometry for analysis.62,63 It is also possible to use 

tandem mass spectrometry approaches including triple quad mass spectrometry to preform 

precursor ion scanning to screen for functional groups.64 These approaches are invaluable 

to the mass spectrometry community because they allow for in-depth analysis of chemical 

compounds. In addition, these approaches have created a higher level of understanding of 

complex analyte mixtures inclusive of those containing high mass molecules, for example 
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in the field of proteomics. However, there are circumstances in which prior derivatization, 

separation, and tandem methods are not feasible. Situations in which time, resources, 

and/or location make such analysis impossible, such as with field-based analyses and 

planetary probes. 

 The employment of ML has the potential to overcome many of the challenges faced 

in analyzing mass spectra under limiting conditions. ML approaches have a strong backing 

in the literature regarding their ability to classify organic molecules through their 

fragmentation patterns. For example, CANOPUS65 which works to predict thousands of 

classes of molecules using MS/MS data or MSNovelist66 was able to identify the structures 

of molecules that the model had never seen in the training phase. Similarly, CSI:FingerID67 

also utilizes MS/MS spectra to assist in searching a molecular structure database. Another 

application that takes advantage of the intersection of mass spectrometry and machine 

learning is in the understanding of metabolite chemistry.68,69 There are also many papers 

utilizing machine learning with mass spectrometry to preform rapid screening 

methodologies for specific analytes of interest.70,71 These machine learning methods have 

had powerful results and have been revolutionary in our implementation of mass spectral 

methods. 

In this study, we aim to achieve meaningful fragment analysis using machine 

learning methods that do not require the use of tandem mass spectral techniques or 

controlled sample preprocessing. We generate a simplified method that can be applied in 

situations in which more sophisticated mass spectrometry techniques are not feasible, 

opening the door to many applications that have, to this point, been inaccessible with the 
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current analytical techniques. We achieve this goal by only using single mass analyzer data, 

meaning that further fragmentation information on parent fragments is unavailable. By 

doing minimal preprocessing, particularly in not manually selecting peaks of interest, we 

generate models that need to develop their own understanding of fragmentation patterns, 

which we can evaluate. In doing so, we explore how a generalized method for analyzing 

mass spectra informs interpretation of mass spectra for functional group analysis. Our 

methodology enables us to probe the model assignment mechanism, which further 

improves how we understand the functional group assignment and ML techniques. 

 Herein we present a comparison of functional group analysis methods from electron 

ionization – mass spectrometry (EI-MS) spectra. We evaluate the success of two ML 

approaches, transfer learning on a previously trained convolutional neural network (CNN) 

and logistic regression (LR). Transfer learning has previously been successful in 

identifying functional groups from infrared (IR) spectral data,72 therefore its application to 

functional group analysis in mass spectra was evaluated. In contrast to transfer learning, 

LR provides a simpler architecture to allow for further analysis into the impact of the 

features themselves on the outcome of the models. 

The transfer learning on a CNN and LR algorithms were used with the same set of 

mass spectral data to identify specific functional groups (e.g., amines, esters) within 

molecules, as well as place the molecules into generalized classifications based on these 

functional groups (aromatics, O-containing functional groups, N-containing functional 

groups). We first explain the process of organizing the spectra obtained from the National 

Institute of Standards and Technology (NIST) webbook through web scraping. We then 
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show how the classifications of molecules are assigned prior to training followed by 

adjusting the different training parameters and how they affect both the final training and 

testing accuracies of the models. We then dive deeper into the LR based models to explore 

how adjusting mass ranges affects the model accuracies as well as exploring methods to 

quantify how the model is making its predictions. 

3.2 Methods 

3.2.1 Spectral Preprocessing and Machine Learning Parameter Selection 

Prior to training the CNN and the LR models, the data was sorted and labeled. 

Jupyter notebooks describing these processes along with the model training will be 

available on our GitHub (https://github.com/Ohio-State-Allen-

Lab/Mass_Spec_Functional_Group_ML). Data sorting and labeling was completed by 

identifying the functional groups that each molecule contained; this identification was done 

by looking at the InChiKeys. Segments of the InChiKey can be correlated with specific 

functional groups allowing for labeling of molecules. This process was tailored for our 

purposes from another publication.18 After identifying the presence or absence of 

individual functional groups, the molecules were then sorted into the more generalized 

functional group classifications (e.g. alcohol, amine, etc.). After defining each of the 

functional groups, the number of available spectra for each functional group identification 

was determined. Figure 19 shows the distribution of the functional groups present in the 

NIST mass spectra. 
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Figure 19. Distributions of available mass spectra from NIST included in this study are 

presented here. (A) Shows the generalized functional group classifications. (B) Shows the 

specific functional groups. Aromatic is listed as a specific functional group to help correlate 

the relative distribution between the generalized models and the functional group specific 

ones. 

All the mass spectra were normalized to their most intense fragment peak to ensure 

that all the y axes were scaled the same way. NIST mass spectra only reports intensities for 

mass fragments over a certain intensity. For these data to be able to be compared to each 
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other they all needed to have the same dimensionality. To match up the data the unreported 

peaks were filled with a correlated 0 intensity. This was done based on the fact the non-

reported peaks were assumed to be in the noise of the instrument. This is a limitation 

because the addition of the zeros although necessary for the training of the models does 

artificially inflate the signal to noise ratio of the data. This preprocessing was sufficient to 

prepare the data for the LR based models. The CNN based models required further 

preprocessing. 

For the CNN based models the data was plotted. These plots were then used as the 

input data. All the spectra were saved with the same output parameters, so the resolution 

of the plots is consistent. However, further analysis of the pixel resolution of the exported 

plots showed that the plots are fewer pixels wide than there are mass values. This means 

that each pixel is not defining one mass channel as one would expect, this leads to an 

artificial reduction in mass resolution which likely is the source of the lack of success for 

this approach. We do run into an artificial reduction in the resolution of the mass spectral 

data. The exported plots are 2D representations of the data and should not be confused with 

hyperspectral imaging which would generate 3D data. 

For both methodologies it was necessary to scale the number of spectra that did not 

contain the model’s functional group of interest. The number of spectra that did contain a 

given functional group or functional group classification was always outnumbered by the 

number of spectra that did not contain the given functional group or functional group 

classification. Because of this, spectra were randomly removed from the negative case in 

order to even out the classes preventing the models from always predicting the not present 
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class due to a disparity in the data. This also means that if a molecule had multiple unique 

functional groups, that spectra would be used in some way for each of the represented 

functional group models. Figure 20 shows a histogram that shows the average number of 

unique functional groups to be present in molecules in the NIST database is three.  

 

Figure 20. Histogram depicting the number of unique functional groups (duplicate 

functional groups within a molecule are not counted) present in each molecule from the 

NIST database. The largest distribution is molecules that contain 3 unique functional 

groups. Because most molecules contain multiple functional groups, they can be used to 

represent the positive case for multiple functional group models. 

After preprocessing the data, it was separated into training and testing data sets 

(Figure S1). Once the model was trained, the test data was then used to determine how 

well the models performed on previously unseen data. The number of withheld test spectra 

was different for the two different parts of the project. When comparing the CNN and the 

LR based approaches only 10 spectra from each class were withheld. This was limited by 

computational expense. The workstation that was utilized to run all the training and 
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analysis was insufficient to run more than 10 test samples at a time. When focusing on 

using only the LR based models, 50 test spectra were withheld from each class before 

training. This allowed for further analysis of the accuracies of the models. After the testing 

data had been removed the remaining data was parsed into an 80:20 split of training and 

internal validation.19 

3.2.2 Supplemental Experimental Data Collection 

Mass spectra for multiple compounds were collected for further model analysis on 

experimental data outside of the NIST dataset. The data was collected from an Agilent 

8890 GC coupled with a 5977B MSD. 

3.2.3 Model Training and Testing 

CNN and Inception V3 

 The architecture for our CNN in this work was a retraining of Inception V3,73 a 

computer vision model. Inception V3 was trained on and has attained a greater than 78.1% 

accuracy on the ImageNet dataset (a large data set of millions of images with thousands of 

different words or word phrases labeled to them, a common test dataset in the computer 

vision realm74–76). ImageNet is certainly very different than a dataset consisting of 2D 

representations of mass spectra however the process of transfer learning on unrelated 

datasets has shown success in the literature.77–79 The Inception architecture has been used 

explicitly in the past for spectral processing applications.80 Image processing CNNs have 

been used in other mass spec studies, for example, in 2019 Tran and colleagues developed 

DeepNovo-DIA which utilized intensity vectors to train a model to identify peptides.81 This 

history in the literature coupled with this approach’s success with image based IR data in 
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our prior publication drove our decision to utilize retraining Inception V3.72 These models 

were trained using a learning rate of 0.1 and training step ranges between 200 and 20,000 

steps. 

Logistic Regression Through SciKit Learn 

 The LR models were developed using SciKit Learn’s logistic regression classifier. 

In our utilization we use the newton-cg solver. LR was chosen as our alternative ML 

approach due to its simplicity. Using a less computationally complex, and specifically 

binary classifying, model allows for further analysis of where the inferences and 

assignments of the models are coming from. As we will show later this simplicity allows 

us to adjust the dataset and evaluate how those changes affect model outcomes. 

 LR is typically used as a binary classifier.82,83 This is because of the mathematics 

behind the architecture, the training of the models are working to identify the classification 

by maximizing the distance between the classes. This approach is very similar to support 

vector machines as both models maximize separation instead of minimizing an error 

function. This restriction of being a binary classifier coupled with using the entire mass 

spectrum as features are our reasoning for choosing to generate each model for the purpose 

of either identifying one specific functional group or one functional group classification. 

As we will explore later, specializing each of the models allows for the greatest model fit 

for that functional group as well as providing an avenue in which we can also describe how 

that greatest fit for each functional group was achieved.  
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3.3 Results and Discussion 

3.3.1 Acquiring the Dataset 

The mass spectra were web scraped from the NIST webbook using a web scraping 

implementation, details of which are described in our previous publication.72 In short, a 

web scraping script was written to individually download the mass spectral files from each 

of the NIST webbook pages that are labeled by CAS number. We obtained a total of 21,166 

mass spectra. The files that were downloaded were in a JCAMP-DX file format. These 

files were then converted from JCAMP-DX into csv. The process does remove the 

associated metadata; however, this information was not necessary for our analyses.  Once 

the files had been converted to csv further preprocessing could be completed. More 

information regarding the preprocessing steps has been reported in the SI.  

3.3.2 Comparing Convolutional Neural Networks and Logistic Regression 
Feasibility 

Both CNN and LR architectures were used to train functional group specific models 

and models to look at the functional group classifications. CNN was initially chosen due 

to its success in identifying functional groups using an IR dataset collected from the NIST 

database in our previous publication.72 Both approaches were each trained on a unique 

dataset which was a subset of all the data web scraped from NIST. Once all the models 

were trained it was possible to look at the final training accuracies to determine how well 

the final models fit the data sets. 

There are two metrics that we utilized to describe how well the models were 

performing. The first of these is final training accuracy. This metric describes the final 
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ability to fit a segmented subset of the testing data after all the training steps have been 

completed. For our models we do a 80:20 split of training and internal validation data which 

is cited as being the most beneficial split.84 The training accuracy is a description of how 

well the data can fit the data that it has been trained with. The second metric of interest is 

the final testing accuracy. This metric arises from how well the model can manage novel 

data. This metric is determined by analyzing previously withheld data using the models. 

Before generating the training datasets certain spectra are removed from the total dataset 

and withheld for testing the final model accuracy. This metric is critical in understanding 

how we can expect our models to perform with data in the future.  Figure 21 shows the 

final training and testing accuracies for four different functional groups’ specific functional 

group models. Here we compare the training accuracy and testing accuracy of the specific 

functional group models for mass ranges 0 – 250 and 0-500 m/z. Model training and testing 

accuracies for all nineteen functional groups explored are shown in the SI. 

 Based only on the training accuracies, it appears that the models generated through 

CNNs should show a greater final accuracy in the specific case than the LR based models. 

The training accuracy values however do not tell the entire story. This highlights one of 

the main erroneous assumptions that is commonly made about ML. A model with an 

incredibly high fit of the training data is not necessarily better at describing novel samples. 

This metric is better described through the testing accuracy. This trend holds true for both 

the functional group specific (Figure 21 A and C) and functional group generalized 

models (Figure 21 B and D). 
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Figure 21. The results of the training and testing for four specific functional groups and 

the three functional group classifications are shown above. (A and B) Show the final 

training accuracy, accuracy of identifying the training portion of the data after the final 

training step has passed for both the functional group specific and functional group 

generalized models, respectively. For example, these plots would suggest that the CNN 

based approach should be better at correctly identifying the Aldehydes and the Ketones 

and that the LR based approach should have an edge on the Nitro group and the Alkyl 

Aldehydes. This, however, does not tell the full story. (C and D) The final test accuracies 

for the functional group specific and functional group generalized models respectively. The 

testing accuracy of the models is the accuracy of the models when presented with new 
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previously unseen data shows that a high training accuracy does not correlate necessarily 

with a high final testing accuracy. 

 A question that arose during this analysis was why did the transfer learning work 

so well with the IR data and so poorly with the MS data.72 The reasoning for this 

discrepancy likely falls under the differences in the atomic processes that are described 

with that technique. For IR data, because it is vibrational spectroscopy, we see the signals 

taking broader peaks that are influenced by bonding environment. This means that phase 

and having other molecular species in solution can lead to shifting those vibrational peaks. 

These broad and shifting peaks are both benefited by the transfer learning process. The 

broad peaks allow them to not be computationally removed when the mathematical 

convolutions occur. In fact, these convolutions make the model less sensitive to peak 

shifting on the range of tens of wave numbers. These aspects make transfer learning 

promising for vibrational techniques. On the other hand, comparing mass peaks that are 

only a couple of mass units apart from each other are likely describing entirely different 

fragmentation patterns or isotopic ratios. MS data also has incredibly narrow peaks that 

can be missed entirely if they are low intensity during the mathematical convolutions. 

These factors likely are why transfer learning using Inception V3 was successful with the 

IR based data and unsuccessful with the MS data. Upon the determination that the LR based 

models performed better on correctly identifying new data compared to the CNN models 

we decided to use the LR based models for the remainder of this study. 
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3.3.3 Logistic Regression’s Ability to Manage Specific Functional Group 
Classifications 

The choice to switch to LR arose from wanting to utilize binary classifiers. By 

simplifying each model to a binary classifier, it is more feasible to fully explain the model 

output. Given our dataset, it is easier to optimize one model per functional group than one 

model predicting on all functional groups. For example, there are thousands of aromatic-

containing spectra and less than 400 amide samples. This would impart artificial bias that 

would have to be mathematically manufactured to avoid. Training one model would likely 

lead to functional groups penalization because of less examples and ultimately not being 

identified as consistently or frequently. 

There is a large variation in the final training and testing accuracies for each of the 

different functional group models. This is to be expected due to the large variation between 

the fragment fingerprint for each functional group. For a total 17/20 of the models had a 

final testing accuracy of over 70% and 13/20 of our models had a final test accuracy of 

over 75%. Figure 22 shows the final training and test accuracies of all the models. 
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Figure 22. Scatter plot depicting all the final training and testing accuracies of each of the 

20 different models. These final accuracies are highly variable with respect to the 

functional group that they are to be classifying. 

 The highest preforming models, in terms of final testing accuracy, were the nitro, 

methyl, and the aromatic (A) containing models. This makes sense because with each of 

these models there are fragments that we can point to that would assist the model in its 

assignments. The nitro model could utilize the NO+ and NO2
+ fragments. The methyl model 

can look for the CH3
+ ion and the A containing model can look for the loss of a benzene 

ring at 78 m/z. 

 Conversely, the poorest preforming models are those of ketone, amine, and alcohol. 

These models likely struggle since the current methods of identifying these functional 

groups rely on looking at mass losses and looking for the products of secondary processes 
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including rearrangements and cleavages of certain areas of the molecule. These processes 

include α and β cleavages, McLafferty rearrangements, and radical losses among others. 

 Similarly, when looking at the generalized functional groups as well. The N 

containing and the O containing models both performed better than the O containing 

model. Albeit the O containing model still had a final testing accuracy of approximately 

70%. This likely has to do with the fact that there is clear logic for identifying both odd 

numbers of nitrogen and aromatics in mass spectra. For the odd nitrogen spectra, we can 

look for odd numbered peaks suggesting the presence of nitrogen and we can look for a 

mass at 78 m/z to look for benzene, a common aromatic ring that shows up in organic 

molecules. 

3.3.4 Identifying Mass Peaks that Guide Model Assignments 

Feature selection and feature engineering are a common practices in the 

development of ML models and there are a large variety of methods to determine which 

features generate the best model outcomes.85–89 Feature selection differs from feature 

engineering, feature engineering works to reduce data dimensionality through convolving 

or creating statistical representations of the data through processes like principal 

component analysis or linear discriminant analysis among others90 and feature selection 

works to reduce the raw data down to the most important features within.89,91,92 Both 

processes can be done manually or automatically via a statistical method.93  Using feature 

engineering and feature selection processes provides different benefits to the modeling 

process. 
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To evaluate and explain the logic behind the model’s assignments we looked at the 

coefficients that the model used in its final iteration. For each feature, in our case each 

mass, there is an associated coefficient describing the weight that that mass is used to 

determine if the functional group is present for that class. Positive peaks correlate to an 

increased likelihood that that functional group is present and negative peaks correlate to 

the increased likelihood that that functional group is absent. The larger the intensity, in 

either direction, the higher the correlation between that mass and the class that it is referring 

to. Figure 5 shows the overlapped final coefficients for both the generalized functional 

group models (Figure 23A) and the specific functional group models (Figure 23B) 

 

Figure 23. Model coefficients for each of the different trained models as a function of mass 

fragment. (A) Depicts the coefficients for the generalized functional group models and (B) 
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does the same with the specific functional group models. All coefficient plots for the 

individual models are presented in the SI. 

 When looking at all the aggregated coefficients it looks like the most impactful 

mass region to the analysis is below 100 m/z. This suggests that the model would perform 

similarly well if those were the only features given to the training set. This is an important 

conclusion that suggests that for this kind of analysis having a large mass range of available 

data is not necessary as long as the low mass range (less than 100 m/z) is thoroughly 

sampled.  

To further understand how the different models were doing their assignments we 

developed a method to look at the impact of each peak on the final training and testing 

accuracies. To analyze the features, we trained each model 300 times, in each iteration of 

training one mass was removed. These final training and testing accuracies were compared 

to the accuracy of the model when it had access to all 300 mass units. This was used to 

identify peaks that were beneficial to the model’s ability to identify functional groups and 

those that were hindering the models in making their assignments. The peaks that were 

beneficial led to a decrease in model accuracy when removed, the larger the discrepancy 

the more impactful the peak. On the other hand, peaks that were causing more false 

assignments, when removed led to an increase in model accuracy. Looking at the most 

beneficial peaks for the generalized functional group classification models leads to some 

interesting and promising results. Table 2 has these values for the generalized functional 

group classifications. 
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Table 2. Mass values of the top 5 most impactful positively correlated peaks for each of 

the functional group generalized models. These were determined by comparing the testing 

accuracies of the model when it had access to all 300 mass units to when that mass unit of 

interest was removed. The % effect shown in the right-most column is negative because 

when those masses were removed the model experienced a reduction in the final testing 

accuracy. The mass values for the nitrogen containing model are all odd mass values and 

the mass values for the oxygen containing and the aromatic containing spectra are all even 

suggesting the utilization of the odd nitrogen rule without explicit training on that detail. 

 

 In Table 2 all the most impactful mass peaks for the N containing model are odd 

mass values whereas the most impactful peaks for the O and A containing models are even 

mass values. This suggests that even without explicitly “teaching” the model that there is 

an odd nitrogen rule the model was able to come to that conclusion on its own. We can also 
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look at the most impactful peak for the A containing model and see that it is 78 m/z which 

can be attributed to the mass fragment of benzene. However, we can also see that removing 

78 m/z only leads to a 0.5% reduction in the final training accuracy of the model. This 

means that although there may be peaks that are important for assigning functional groups 

the model does not use a single peak or even a small set of peaks to make an assessment. 

The next step in our analysis shifted to the impacts of the number of available features on 

final accuracies.  

3.3.5 Effects of Mass Range on Model Accuracy 

To evaluate whether more data leads to higher accuracies for these models, we 

adjusted the dataset. We trained the models with 100, 300, and 500 mass units. We decided 

to reduce this to 100 mass units because the majority of the previously identified impactful 

mass fragments occurred at less than 100 m/z. We also increased to 500 mass units so that 

we can encompass more of the high mass range fragments. Both are compared to our 300 

mass units’ models for a basis. 

For both decreasing the mass range from 300 m/z to 100 m/z and increasing the 

mass range from 300 m/z to 500 m/z we see an inconsistent response in the final testing 

accuracy with respect to the different functional groups. In Figure 24 we observed no 

consistent trend in the mass range effect on final test accuracy. These results are consistent 

with what we observed in our analysis of the model coefficients suggesting that at mass 

ranges greater than 100 m/z the features aren’t being as heavily utilized as they are at 

smaller masses. 
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Figure 24. Scatter plots depict the effect of decreasing the utilized mass range (A) from 

300 mass units to 100 mass units and increasing the utilized mass range (B) from 300 mass 

units to 500 mass units on the final testing accuracy of the models. The presence of points 

that are positive on the x axis (shaded in green, right-most box) show a net benefit in 

accuracy whereas a negative x value (shaded in red, left-most box) indicates a worsening 

accuracy. 

3.3.6 Specific Examples of the Applications of this Approach 

After exploring some of the parameters that affect the accuracy of these models, we then 

tested model success on a real-world application. When mass spectrometry data is returned, 

or downlinked, to Earth from planetary science missions, tens of thousands of mass spectra 
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may have been collected. Yet only a small subset of spectra may be scientifically 

significant. For example, a common target to identification of life is amino acids. To mimic 

this process, we examined the NIST mass spectrum of tryptophan to see if it would set off 

the correct models. Table 3 shows the results of selected models on the ability to correctly 

identify the NIST spectra of Tryptophan. This example works to show how these tandem 

models may be beneficial in screening large amounts of data to look for specific spectra of 

interest. 

Table 3. Results of Selected Models on the Ability to Correctly Identify the NIST Spectra 

of Tryptophan 
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Aside from the O containing model, the LR model correctly predicted the present 

functional groups and functional group classifications for the tryptophan mass spectrum. 

This shows promise in these models being a useful tool for screening large numbers of 

mass spectra. In the example of planetary science missions, this process can be done 

onboard the spacecraft to help assist in the process of prioritizing spectra to downlink. It 

could also be used on data after it has been transmitted to prioritize spectral analysis.  

To further benchmark the success of our models we also analyzed experimental 

data external to the NIST dataset. The spectra for limonene, pyridine, and 2 furan methanol 

were preprocessed in the same way as the NIST data to ensure that every mass had an 

associated intensity. These spectra were then presented to each of the models. Table 4 

shows the model assignments for limonene. Each of these compounds scored ~80% 

accurate for the identification of their functional groups. When making errors the models 

tended to overestimate the number of functional groups rather than underestimate. 
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Table 4. Results of the models on the ability to correctly identify experimental spectra of 

Limonene. The experimental spectra were preprocessed in the same way as the NIST data 

used for training. 

 
3.4 Conclusion 

We present an investigation of multiple ML methods and parameters for mass 

spectral functional group analysis using minimal spectral preprocessing. Our results 

indicated that the CNN (Inception V3) did not perform as well as the LR models. We 

determined that the functional groups aromatics, nitro, and methyl are well defined though 

LR models, whereas alcohol, ketone, and amine functional groups are more difficult for 

LR models to define based on their fragmentation patterns alone. The most impactful peaks 

affecting model accuracy were determined by iteratively training models and removing one 

mass value in each model these results were echoed in looking at the final model feature 

coefficients. We observed that nitrogen-containing functional group models learn the odd-

nitrogen rule.  We evaluated the effect of mass range to determine if model accuracy is 
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improved with additional spectral information; these results vary between functional 

groups. Intuitively, EI fragmentation of small molecules will result in mass values below 

100 m/z. Our model coefficients suggest that a mass range of 0 – 100 m/z is most beneficial 

for describing functional groups. The application of LR models to new sample mass spectra 

is evaluated on an example target molecule of interest, tryptophan as well as experimental 

data from outside of the NIST database. The success of these example analyses highlights 

the promise of ML approaches for screening a large volume of mass spectral data. 

Future directions should further develop a methodology for approaching an ideal ML 

approach. For example, feature optimization for each model would achieve the highest 

possible final testing accuracy. Further validation of the models on experimental data 

outside of the NIST database is also necessary. Exploration of the LR method applied to 

other fragmentation patterns would enable implementation of generalizable ML more 

broadly in the field of mass spectrometry. The LR ML method explored herein provides a 

benchmark for application to space exploration, ultimately improving the analysis 

capabilities through identification of chemically interesting spectra. 
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Chapter 4. Saccharide concentration prediction from proxy sea 
surface microlayer samples analyzed via infrared spectroscopy and 

quantitative machine learning. 

Solvated organics in the ocean are present in relatively small concentrations but 

contribute largely to ocean chemical diversity and complexity. Existing in the ocean as 

dissolved organic carbon (DOC) and enriched within the sea surface microlayer (SSML), 

these compounds have large impacts on atmospheric chemistry through their contributions 

to cloud nucleation, ice formation and other climatological processes. The ability to 

quantify the concentrations of organics in ocean samples is critical for understanding these 

marine processes. The work presented herein details an investigation to develop machine 

learning (ML) methodology utilizing infrared spectroscopy data to accurately estimate 

saccharide concentrations in complex solutions. We evaluated multivariate linear 

regression (MLR), K-Nearest-Neighbors (KNN), Decision Trees (DT), Gradient Boosted 

Regressors (GBR), Multilayer Perceptrons (MLP), and Support Vector Regressors (SVR) 

toward this goal. SVR models are shown to best predict the accurate generalized saccharide 

concentrations. Our work presents an application combining fast spectroscopic techniques 

with ML to analyze organic composition proxy ocean samples. As a result, we target a 

generalized method for analyzing field marine samples more efficiently, without 

sacrificing accuracy or precision. 

4.1 Introduction 

The sea surface microlayer (SSML) is a multifaceted, deeply complex region of the 

ocean.1–7 As the interface between the Earth’s atmosphere and ocean, the SSML performs 
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vital functions that affect climate5,8–10 and ice formation.4,11–13 Because of unique 

interfacial anisotropy,14–17 the physical and chemical properties of the SSML are of interest 

for their divergence from bulk water behavior. Generally, the SSML is enriched with lipids, 

proteins, and saccharides (also referred to as sugars or carbohydrates) which contribute to 

the total dissolved organic carbon (DOC).18–22 Understanding the chemical composition of 

the SSML provides insight into the biological activity and productivity within the SSML 

and enables predictions of cloud condensation94 or ice nucleation,4 ultimately aiding 

climatological models.95–98 Recent analyses of saccharide concentrations in SSML have 

shown concentrations of about 500 nM from eight unique compounds.20 The dynamic 

nature and chemical complexity of the SSML make monitoring the region difficult, and yet 

increasingly necessary. 

For the described work, glucose and sucrose were chosen as analytes of interest as 

they are two of the most abundant saccharides found in ocean samples.99 This approach 

focuses mainly on the quantification of saccharides due to their importance in many marine 

processes. For example, saccharides are common feedstocks for the ocean ecosystem100,101 

and can contribute globally to atmospheric processes such as cloud nucleation through 

transport from the SSML into aerosols.99,102 Understanding a generalized saccharide 

concentration is important to understanding the total ocean chemical diversity and 

ecosystem health through these processes. 

The presented work is motivated by the need for fast, accurate analysis of SSML 

samples to establish a method that enables exponentially more SSML chemical 

measurements. Traditional methods to analyze SSML samples are typically limited to mass 
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spectrometry,5,103,104 which requires extensive organic, solid-phase extraction processes. 

Nevertheless, these methods have provided invaluable information on SSML (and sea 

spray aerosol) chemical composition. To reduce the sample preparation process and 

expedite analysis of results, we developed methods that utilize infrared (IR) spectroscopy 

methods, specifically, attenuated total reflectance Fourier transform infrared (ATR-FTIR) 

to estimate the saccharide concentration via machine learning (ML) implementations. IR 

methods provide information on chemical composition and concentration by probing the 

vibrations of chemical bonds, rather than relying on mass fragmentation. Identification and 

quantification of specific chemical classes from IR spectra is carried out by analyzing peaks 

characteristic to specific chemical bonds.105 We note that the limit of detection for ATR-

FTIR spectroscopy is higher than for mass spectroscopy, however the speed of analysis for 

this method is superior. 

ML provides a unique avenue to explore relationships among data that cannot be 

otherwise deduced. The applications to improve or expand chemical systems via ML are 

broad and present throughout all chemistry fields. Materials design,106,107 novel drug 

discovery,108,109 catalyst optimization,110,111 and clean energy production112,113 are some of 

the many fields where knowledge has expanded because of ML. Advances in molecular 

dynamics in combination with machine learning have also paved the way for bridging the 

connection between molecular structure and physical characteristics.114,115 Recent work 

emphasizes the improved application of FTIR spectroscopy, and more broadly vibrational 

spectroscopy, for qualitative and quantitative assignment, especially when combined with 

ML models.116,117 Takamura and colleagues explored methods to identify donor biological 
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sex from urine samples.118 They presented several ML applications, including partial least-

squares discriminant analysis with and without a genetic algorithm, to explore the chemical 

information contained in their FTIR spectra. They found that the increased computational 

complexity of an artificial neural network resulted in comparable results to their 

discriminant analysis model’s predictive power. Butler and coworkers presented successful 

use of support vector regressors (SVR) in predicting brain cancer from ATR-FTIR 

spectra.119 Their high-throughput approach featured high sensitivity and specificity in the 

prediction of benign versus malignant samples.  

SVRs have also been employed in classification of Raman spectra to identify 

Alzheimer’s Disease in mice; a relevant features map is utilized to identify pertinent peaks 

that are from molecules known to be associated with the disease. A study from 2022 reports 

comparable classification accuracy of microplastic Raman microscopy samples from k-

nearest neighbors (KNN), multilayer perceptron (MLP), and random forest (RF) models.120 

These literature examples highlight the diverse applications of ML and develop techniques 

that expand the applications of chemistry, as we present herein. 

This work utilizes ML methods of increasing complexity to evaluate the training 

data and investigate new data, including field samples with unknown composition. The 

utilized models in this work are multivariate linear regression, K nearest neighbors, 

decision trees, gradient boosted regression, multilayer perceptron, and support vector 

regressors. This diversity in model approach explores the effects of computational 

complexity, i.e. single models vs ensemble models, and a variety of regression solving 

techniques. 
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Fitting data to a linear regression model is common for absorbance data, such as 

fitting to the Beer-Lambert Law to determine physical constants or identify concentrations 

of unknown samples.121 Absorbance FTIR spectra generally follow a linear relationship of 

intensity with respect to concentration, which is advantageous for determining new sample 

composition. Recent work has utilized multiple linear regression to identify heavy metals, 

including investigating the effect of surface chemistry on vanadium122 and lead123 toxicity. 

However, the simplicity of the method ultimately restricts the model’s usefulness in more 

complex, dynamic systems. The largest difference between Beer-Lambert Law linear 

regression and multivariate linear regression is that all features (in this work, 

wavenumbers)  are used simultaneously to make the multivariate model’s assignments.124 

This multivariate linear regression (MLR) will act as a benchmark that can be used to 

compare the other listed models to. 

 In contrast, SVR fits training data to the best function by minimizing the distance 

of each value from the fitting equation to be able to predict continuous values. Not all data 

is appropriate for SVR, but in cases where concentration is being predicted and is linearly 

correlated with absorbance, it can be a well-suited model. A 2020 report by Mohammadi 

and colleagues presented an application of SVR to predict different functional group 

fractions in crude oil.125 As another example, ATR-FTIR and SVR were employed by Chen 

et al. 2022 to predict bio-oil characteristics quickly.126  

The work described herein provides a discussion on an improved approach to 

monitoring the SSML. We explore ML approaches to achieve precise and accurate 

quantitative analysis of simplified proxies of glucose and egg serum albumin (ESA). 
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Glucose is used as our saccharide proxy for training data as it is commonly observed in 

field measurements and saccharides are frequently reported as a concentration of 

glucose.103,127,128 We also use ESA in our training set because ESA, our SSML protein 

proxy, has been shown to have surface activity and form insoluble monolayers on aqueous 

interfaces, despite being a water soluble protein.129–131 While an unlikely protein to find in 

field samples, ESA provides a complex matrix of amino acids that are abundant in the 

ocean’s water column.5,7,132–134 The use of ML in conjunction with vibrational spectroscopy 

enables greater exploration of chemical space and identifying connections between data. 

Our results present, to our knowledge, a first account of predicting saccharide 

concentration from FTIR spectra of ocean proxy samples using ML. 

4.2 Methods 

4.2.1 Training Solution Preparation, Data Collection, and Data Preprocessing 

All chemicals were used as received and all solutions requiring water were prepared 

using ultrapure water (18 mΩ) from a MilliQ system. For Simplified Proxy (SP) training 

spectra, stock solutions of 1M glucose (Sigma Aldrich, 99.5% (GC)) in ultrapure water 

and 5 mg/mL egg serum albumin (ESA) (Sigma Aldrich, 62-88%, agarose gel 

electrophoresis) in ultrapure water were prepared. The solution matrix was produced by 

dispensing the relevant amount of each stock solution via auto pipette and diluting with the 

requisite amount of water. Briefly, we selected this system and concentrations to have 

reasonable complexity.  

Both the protein and saccharide have IR absorbances from 1800 to 900 cm-1. The 

peaks were well resolved, with minimal convolution. Inorganic salts were excluded in our 
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matrix, but we provide spectra of the O-H stretching region in the SI to emphasize the 

limited effect that they have on the IR spectra. Concentrations were selected based on 

literature precedent from field study results.97,98,104 Solutions were measured in triplicate 

via ATR-FTIR spectroscopy (PerkinElmer Spectrum 3) with a single beam KRS-

5/diamond ATR assembly. Spectra were acquired in the “SingleBeam” mode without the 

use of a continuous reference and were detected using a liquid nitrogen cooled HgCdTe 

(MCT) detector over 32 scans (approximately one minute) from 4000 to 450 cm-1 with a 

resolution of 1 cm-1. Spectra were converted to absorbance with a water-only background 

spectrum (Ro) using the established relationship of -log(R/Ro). Baseline correction was 

done using a linear fit model to correct for inconsistent baseline between measurements. 

Water-only backgrounds were obtained every 5 sample measurements. Triplicate 

measurements were used as individual spectra, rather than an average of the three, to 

provide more machine learning training and testing data (Figure 25). 

 
Figure 25. Schematic flow chart of data collection process to the ML pipeline. 

 

4.2.2 Lab Generated Simplified and Ocean Proxy Sample Preparation and Sampling 

To test the models’ accuracies with increasing chemical complexity, ocean proxy 

(OP) samples were made in the lab with a greater diversity of chemical constituents than 

the simplified proxies. For these test data, stock ocean proxy-solution was prepared to 
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have 0.1 M sucrose (Sigma Aldrich, 99.5% (GC)), 0.1 M glucose, 0.5 mg/mL ESA, 

3.323 mg/mL bovine serum albumin (BSA) (Sigma Aldrich, ≥ 98%, heat shock fraction, 

pH 7), and 0.1 M 1-butanol (Sigma Aldrich, 99.9%) (Table 5). Two additional solutions 

were prepared via dilution of the stock. The higher concentration dilution was 7.5 mL of 

stock and 2.5 mL of water and the lower was 5 mL of stock and 5 mL of water. The three 

solutions were analyzed using the data collection and preprocessing described above.  

 

Table 5. Concentrations of all species in the lab-made ocean proxy samples for evaluation 

of model accuracy on more chemically diverse conditions. 

 Ocean Proxy 
A 

Ocean Proxy 
B 

Ocean Proxy 
C 

Concentration of Sucrose (M) 0.10 0.075 0.05 
Concentration of Glucose (M) 0.10 0.075 0.05 

Concentration of Saccharide (M) 0.20 0.15 0.10 
Concentration of ESA (mg/mL) 0.50 0.38 0.25 
Concentration of BSA (mg/mL 3.32 2.49 1.66 

Concentration of 1-Butanol (M) 0.10 0.075 0.05 
 

4.2.3 Machine Learning Methods 

All machine learning (ML) methods were implemented using Python scripts and 

SciKit-Learn packages. These are available online at: 

 https://github.com/Ohio-State-Allen-Lab/Saccharide_Quantification_2024. 

4.2.4 Preprocessing 

All data, which includes the entire training set of simplified proxy (SP – containing 

only ESA and glucose) and the ocean proxy (OP – containing ESA, glucose, BSA, and 1-
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butanol) samples were standardized using the SciKit-Learn StandardScaler function. This 

function subtracts the mean of each feature (wavenumber) and divides each feature by the 

respective standard deviation. The StandardScaler function was first fit using only the SP 

data, then this fit was applied to both the SP and OP datasets. This was done to avoid the 

StandardScaler function using the SP dataset information in the OP samples.  If the 

StandardScaler function was fit on the SP and OP datasets together, it would incorrectly 

inflate the final ability of these models to identify the OP concentrations.135 After 

standardization, the OP data was separated from the data that would then be used for 

training. The data was then split 70::30 into training and validation/test sets. The latter of 

which was then split 50::50 into validation and testing datasets. A random state was set to 

split the data the same way every time into the training, validation, and test datasets to 

ensure consistency. The training and validation sets were used to train each of the models 

(210 spectra for training 45 for validation). The withheld test data (45 spectra) were then 

used to further explore the models’ accuracy on previously unseen data that was similar to 

the data the models were trained on. 

A total of 6 machine learning methods were utilized in this work. They will be 

described here in order of increasing computational complexity. 

4.2.5 Multivariate Linear Regression (MLR) 

In MLR, all features are fit with a hyperplane in which the dimensionality is 

determined by the number of features and each feature is has associated weights. This 

hyperplane is then used to identify concentrations of new samples in the same way that a 

line would be used for regression with only one feature. Multiple linear models including 
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Lasso, ElasticNet, and Orthogonal Matching Pursuit were tested, but the best performing 

estimator was the Ridge regressor. This method tends to perform well when there are a 

large number of features compared to the number of spectral samples.136  

4.2.6 K-Nearest Neighbors (KNN) 

KNN is a method of supervised learning that uses the proximity of previously 

explored data to make predictions by looking at the distance (the calculation of this distance 

is variable depending on model parameters) between the neighbors and the training 

datapoint and using that to adjust the predictions.137 In this work, we use the default 

Minkowski metric for distance which calculates the standard Euclidian distance between 

points in multivariate space. Different numbers of neighbors between 2 and 10 were tested 

and the model performed the highest when 5 were used. 

4.2.7 Decision Trees (DT) 

DTs work to separate the large dataset into smaller pieces repeatedly based on 

optimized features to be used as split points.138 These smallest components, or leaves, then 

are used to identify predictions for new data. The model utilized in this work terminated 

splitting once two features were unable to be split further. The model then worked to 

minimize squared error between training predictions and true values. The original splits 

were randomized. 

4.2.8 Gradient Boosted Regression (GBR) 

GBR is an example of an ensemble algorithm that allows for the use of many 

smaller models, in this context, decision trees.139 This method is more computationally 

complex than a single DT and can identify more complex patterns. The model presented 
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here utilizes a Huber loss function and 2,000 estimators with a learning rate of 0.5 and a 

max depth of 1.  

4.2.9 Multilayer Perceptron (MLP) 

MLP is an example of an artificial neural network, a framework of interconnected 

nodes referred to as neurons.140 Each neuron has associated weights, which are adjusted 

with each training step through a mathematical process of backpropagation. The model 

presented in this work uses a tanh activation function, an Adam solver, and 500 training 

steps. 

4.2.10 Support Vector Regression (SVR) 

SVR utilizes the power of high dimensionality data to identify patterns.141 By 

transforming the data into a higher dimensionality space, it allows for the fitting of the 

model with different mathematical approaches. The kernel describes the transformation 

used to transform the data into the high dimensionality hyperplane. This model utilizes a 

radius bias function (RBF) as the kernel for fitting the dataset. 

4.2.11 Model Analysis 

To evaluate the models after training, error was also calculated at three different 

places within the training and testing process. The error calculated is root mean squared 

error (RMSE). First, the RMSE for the training data is evaluated by comparing the 

predicted values to the true values with each model. This describes how well the model 

was able to fit the training data. Next, the validation error was calculated to predict the 

model’s accuracy on new data. Finally, the testing error focuses on the ability of the model 

to evaluate data that it has not previously been exposed to.  
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We also evaluate the prediction of the models on the OP samples to determine how 

well they perform on data that is chemically different than the data that the models were 

trained on. This is done by determining the estimation accuracy by comparing the amount 

of saccharide predicted by each model compared to the true combined saccharide 

concentration. If the model exactly predicts the concentration, this amount would be 100%. 

Scores of less than 100% and more than 100% represent under and over prediction 

respectively. This highlights the degree and directionality of the prediction error in the final 

estimates of OP data. 

4.3 Results and Discussion 

4.3.1 Evaluating Feasibility of Using IR Spectra to Quantify Saccharide 

Concentration 

The chemical complexity of SP and OP samples is explored with ATR-FTIR 

spectroscopy and quantitative ML approaches to develop a simple and accurate method of 

analysis. The FTIR spectra provide chemical information about the sample components 

and their concentrations, which have a linear correlation with absorbance. The correlation 

diverges from a linear relationship at high absorbance values, which is not of concern in 

the presently studied concentration ranges. A single figure containing all the acquired 

spectra is presented in the SI (Figure S3). Glucose has many vibrational modes that can be 

used for analysis (Figure S4). 

Heat maps can be used to visualize the SP dataset in its entirety. The data was sorted 

with respect to the concentration of glucose and then plotted against the wavenumber and 

the intensity at that wavenumber for a given spectrum. This allows for the visualization of 
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the entire dataset in the context of changing glucose concentration and is presented as a 

heat map in Figure 26. A band of increasing intensity can be seen between 1200 and 1000 

cm-1 correlating to the increasing concentration of glucose in solution, specifically with the 

C-C and C-O vibrational modes. The presence of this band supports the ability of the 

machine learning models to have representative features that will allow for the 

concentration analysis of glucose. 

 

 

Figure 26. Heat map of the ATR-FTIR dataset as sorted by the concentration of glucose 

(0 – 1 M). The band of intensity growing in between 1100 and 1000 cm-1 corresponds to 

the increasing C-O stretching within the IR fingerprint region from the increased 

concentration of glucose. We do not see a strong spectral signature for the ESA relative to 
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that of glucose also in solution (0 – 5 mg/mL) where we would expect the amide bands to 

exist between 1700 and 1500 cm-1. 

To evaluate each model’s ability to accurately predict within the training dataset, 

model accuracy will be calculated for the training on the simplified proxy (SP) dataset. 

This SP dataset contains only glucose (the analyte of quantification) and ESA (the chemical 

matrix). To explore if the models are able to expand outside of the explicit training, these 

models will then be tested on the ocean proxy (OP) dataset.  Beyond the ESA and glucose 

within the SP dataset, the OP dataset also contains sucrose, BSA, and 1-butanol. Each of 

the model’s predicted values will be compared to the additive concentration of glucose and 

sucrose to make a generalized saccharide concentration (Figure 27). 

 
Figure 27. Molecular structures of both glucose (left) and sucrose (right). Both saccharides 

contain similar vibrational bonds and vibrational environments in regions of the structure. 

The simplified proxy (SP) dataset contains only glucose and egg serum albumin whereas 

the ocean proxy (OP) dataset contains both glucose and sucrose in solution with egg serum 

albumin, bovine serum albumin, and 1-butanol. 
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4.3.2 Evaluating Machine Learning Models’ Fit of the Simplified Proxy (SP) Dataset 

After training, the accuracy of each model’s ability to identify the concentrations 

of the test and validation sets was evaluated to explore the influence of the chosen model 

to evaluate the SP dataset through analyzing the RMSE error. Ideally, there wouldn’t be 

any effect and the error would be consistent regardless of concentration range. Figure 28 

visualizes these results. DT (Figure 28. C) had the smallest associated RMSE and did not 

exhibit an increased error in low concentrations. KNN, GBR, MLP, and SVR (Figure 28. 

B, D, E, and F respectively) all experienced increased error at low concentrations. R2 

values for each model have also been calculated and are presented in the SI (Table S12). 
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Figure 28. Scatter plots depicting the accuracy of each of the utilized machine learning 

models on the simplified proxy (SP) dataset. The y-axis represents the difference between 

the model assigned and the actual concentrations of the testing dataset divided by the actual 

concentrations multiplied by 100% (circles) and the withheld validation dataset (triangles). 
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The gradient boosted regression, multilayer perceptron, and support vector regression 

models do experience an increased error at low concentrations. 

To perform a more in-depth error analysis, each of the model’s RMSE was 

calculated between each step of the training by evaluating the training, validation, and test 

sets’ final accuracies. All of the models had smaller than 70 mM in error amongst the 

different steps. These results have been visualized in Figure 29. 

 

Figure 29. Bar graphs depicting the associated root mean squared error (RMSE) in each 

part of the training process for the simplified proxy (SP) dataset. All models have a final 

testing error of less than 0.07 M, but the MLR performed the best in this evaluation. The 

asterisk indicates that for the decision trees the training error was 0.00 M. 
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4.3.3 Evaluating Machine Learning Models’ Fit of the Ocean Proxy (OP) Dataset 

The saccharide concentrations of the OP samples were then estimated using these 

same ML models. The “true” saccharide concentrations are defined as the sum of the 

concentrations of glucose and sucrose. This additive concentration, coupled with the 

increased complexity of the matrix extends these proxies beyond the chemical space that 

the models were originally trained on. For the purpose of identifying a generalized 

saccharide concentration, it is important to select for the models with the highest estimation 

accuracy when comparing the estimated and true concentrations without disproportionately 

valuing low or high concentration samples. A model performing poorly here doesn’t 

suggest that the model is poorly trained, just that it doesn’t have the capacity to generalize 

that far beyond the training. For example, MLR had the lowest RMSE error in validation 

and test datasets as seen in Figure 29 for the simplified proxies. The MLR, however, only 

has an estimation accuracy of 50-60% on the OP data, underestimating the combined 

saccharide concentration by approximately half. This suggests that the MLR model is 

highly fit to glucose and does not generalize to sucrose, which for other chemical contexts 

would be ideal.  

The highest accuracy in identifying the combined saccharide concentrations came 

from the SVR and GBR models. They were both able to assign 2/3 of the solutions within 

20% of the true concentration of combined saccharide. SVR showed less spread in its 

predictions but tended to overestimate. The lowest concentration of saccharide was not 

correctly identified but also existed outside of the range of concentrations where SVR was 
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performing well (Figure 28). GBR did not consistently over or underestimate, but it had a 

large spread in prediction accuracy. These results are shown in Figure 30. 

 

Figure 30. Predicted concentration divided true concentration of combined saccharide for 

ocean proxy (OP) saccharide concentrations. Solid line at 100 represents 100% meaning 

that the predicted concentration equals the predicted concentration. The dotted lines 

represent +/- 20%. The darkest markers in each column represent the highest concentration 

of saccharide in OP (0.20 M) and the lightest represent the least concentrated (0.10 M). 

The models have varied levels of success at identifying samples that are far removed from 

the original training set. The highest performing models were GBR and SVR.  
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4.3.4 Summary of Discussion  

 Our quantitative results indicate SVR and GBR are the most promising models to 

explore for identifying concentrations of saccharides within ocean samples. They are both 

able to estimate the combined saccharide concentrations within 20% for 2/3 of the complex 

OP samples. This accuracy would likely be increased if the data that the models were 

trained on were more chemically similar to the OP dataset as that training would be more 

relevant to the OP data. 

4.4 Conclusions 

 To develop efficient, less-expensive analytical techniques for analysis of the 

SSML, several ML methods were applied to ATR-FTIR spectra and used to determine 

saccharide concentration and chemical composition of aqueous samples. Our results 

indicate that SVR and GBR models are viable for complex solutions, especially 

considering the training sample data is relatively simple. The research presented herein 

provides a unique approach to studying the contributions to the DOC and as a result the 

SSML utilizing the advanced computational tools available and reduces the time needed to 

perform analyses of marine samples. Further work should focus on finding an optimal 

training data set, investigating quantifying other organic concentrations, and intercalating 

other spectroscopic or spectrometric data, to name a few. An improved understanding and 

quantification of the marine organics is achievable, wherein more frequent measurements 

and analysis can occur, ultimately providing more information about the productivity of 

the marine organics and thus their effects on our atmosphere and climate. 
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Chapter 5. Multi Analyte Concentration Analysis of Marine 
Samples Through Regression Based Machine Learning 

Marine systems are incredibly chemically complex. An understanding of the 

chemical compounds that make up the chemical diversity in these samples is critical to 

understanding ecological and ocean health metrics. Using Raman spectroscopy in tandem 

with machine learning combines a low-cost highly transportable analytical technique with 

a powerful and rapid computational approach that can aid in marine analysis. Here we use 

Raman and machine learning to identify concentrations of three chemically relevant 

compounds in three distinct classes. Saccharides are represented by glucose, fatty acids by 

butyric acid, and proteins are represented by amino acid proxy through glycine. Eight 

machine learning models (gradient boosted regressors, random forests, histogram gradient 

boosted regressors, decision trees, k nearest neighbors, support vector regression, 

multilayer perceptrons, and multivariate linear regression) were tested for their accuracy 

in identifying the concentrations of glycine, glucose, and butyric acid in marine samples. 

Support vector regression was able to best identify all three concentrations of glycine, 

butyric acid, and glucose. Butyric acid was similarly well described through gradient 

boosted regression and histogram gradient boosted regression. In this work Raman, though 

it has a lower sensitivity than mass spectrometry, can still be used to identify mM 

concentrations of organics in complex aqueous matrix. The described methodology has the 

potential to significantly advance rapid field analysis of marine samples. 
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5.1 Introduction 

Marine organic composition drives many of the methods in which the ocean 

interacts with the other chemical systems of Earth. The organic compounds have the ability 

to influence atmospheric chemistry when partitioning to the surface of the ocean and 

contributing to sea spray aerosols.102,142–149 They can also act as feedstocks or markers of 

metabolism within biological systems like algal blooms.150–152  Measuring marine organic 

compounds also improves the ability to detect and remediate potential marine disasters like 

oil spills.153,154 The largest challenges in attaining a large scale understanding of ocean 

chemistry arises from the incredibly diverse array of compounds present in marine 

samples.148,149,155–157 

 Vibrational spectroscopy has been used extensively in the literature to describe 

marine chemistry and aqueous environments.147,158–160 Raman spectroscopy has been used, 

in particular, in deep ocean probes due to the durable instrumentation and ability to analyze 

aqueous environments without major disruption from the vibrational signature of water 

itself.161,162 Raman spectroscopy has also been used in the past as a method to identify 

chemical markers to understand physical properties (e.g. chemical kinetics, 

thermochemistry, and chemical building blocks) and biologic activity in marine 

systems.158,163 In our prior work, we have used Raman spectroscopy to identify ion pairing 

in aqueous solutions of NaCl and KCl.43 Ion pairing is detected by observing how the 

vibration of water is affected by being in different solvation shells of ions. Detecting ion 

pairing requires a high signal-to-noise ratio as these interactions may only make small 

perturbations in the OH symmetrical and asymmetrical stretching regions of the spectra.  
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 Utilizing machine learning in tandem with vibrational spectroscopy has been of 

high interest in recent years,164,165 particularly in the areas of real-time reaction 

monitoring166 and medical diagnostics.51,167–169 The vibrational fingerprints of different 

analytes of interest are proving to be powerful features for machine learning models. De 

Medeiros Back and colleagues published a paper in 2022 describing methodology utilizing 

vibrational spectroscopy to identify microplastics in the Mediterranean Sea. They found 

that support vector classification showed the best performance out of the machine learning 

methods that they evaluated. Our group has also successfully utilized machine learning and 

vibrational spectroscopy to identify organic concentrations in complex chemical 

matrices.170 In the prior work, attenuated total reflectance Fourier transform infrared 

spectroscopy (ATR-FTIR) data was used to evaluate the ability of six different machine 

learning methods to identify concentrations of glucose in a complex matrix of differing 

concentrations of egg serum albumin. Ultimately, we found that support vector regression 

had the highest accuracy in identifying glucose. To further analyze the extent of the 

expandability of the training, more chemically complex samples (containing sucrose, 

glucose, egg serum albumin, bovine serum albumin and 1-butanol) were created. It was 

found that the model could not only identify the concentration of glucose alone, but a sum 

concentration of saccharide (glucose and sucrose). 

 Here, we expand upon our results in our previous work by evaluating three different 

analytes’ concentrations simultaneously, rather than just one. Our three analytes of interest 

have been curated due to their relevance and impact on marine chemistry and the marine 

ecosystem. We evaluate a total of eight machine learning models to this end. Each of these 
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models was trained using two different datasets. The first dataset, the spiked lab (SL) 

sample dataset, is created with ultrapure water and spikes of various concentrations of the 

three analytes. This dataset focuses on giving the models access to highly resolved 

calibration spectra with little matrix effect. The second dataset, the spiked marine (SM) 

sample dataset, utilizes the same spikes as in the previous dataset but instead of using 

ultrapure water, unspiked marine (UM) samples are used. This dataset provides real-world 

samples and works to highlight the effect of the matrix (salts, other organics, potential 

fluorophores) as well as secondary chemical effects of the complex chemical environment. 

This work presents, to the best of our knowledge, the first multi-output machine learning 

models to understand the organic components of ocean chemistry quantitatively. 

5.2 Methods 

5.2.1 Solution Preparation 

 Butyric acid, glycine, and L-histidine were obtained from MilliporeSigma and 

glucose was obtained from Sigma Aldrich. All compounds have a purity of higher than 

98%. 1 L of solution was made with each analyte compound at concentrations of 303, 262, 

145, and 300 mM for glucose, butyric acid, histidine, and glycine respectively with 

ultrapure water (Milli-Q Advantage A10, resistivity 18.2 MΩ). These stocks were used as 

the spikes to make the SL and SM datasets as described in the Results and Discussion 

section.  

5.2.2 Raman Spectroscopy 

Raman spectra were collected using a custom-built Raman spectrometer. This 

instrument contains a diode-pumped 532 nm CW laser containing built-in laser line (±0.5 
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nm) and polarization filters (>100:1) (CrystaLaser). The excitation source is directly 

coupled to a custom-built fiber-optic polarized Raman probe system (InPhotonics) 

allowing 235 mW power at the sample with a spectral range of 90–4200 cm–1. The output, 

both polarized and depolarized scattered light, is collected by two independent fiber-optic 

terminated ports. The two polarization output ports are fiber coupled directly to a 

spectrograph through a 50 μm slit with a 1200 g mm–1 grating with a 750 nm blaze, which 

is calibrated to Ar/Ne emission lines (IsoPlane 320, Princeton Instruments), and is detected 

with a liquid-nitrogen cooled CCD detector (Pylon, 1340 × 400 pixels, Princeton 

Instruments). Each 200 μm core fiber is directly coupled to the spectrograph and allows 

for the simultaneous collection of the perpendicular (HV, depolarized) and parallel (VV, 

polarized) spectra. Measurements of all of the concentrations were performed at a room 

temperature of 21 ± 2 °C. Spectra were collected by signal averaging 50 frames each with 

a 0.4 s integration time. Only the parallel (VV, polarized) spectra were used for analysis. 

5.2.3 Paper Spray Ionization Mass Spectrometry (PSI-MS) 

The mass spectrometry (MS) method used herein for all calibrations consisted of a 

paper spray ionization platform which has been utilized as a valuable ambient ionization 

MS method for direct, targeted, and rapid analysis of analytes within a native sample.171,172 

In PSI-MS sample is deposited directly onto an untreated Whatman one paper triangle 

substrate produced in-house. All samples (i.e. SL and SM samples) were deposited on the 

paper substrate (10 μL sample size) and allowed to dry completely before the application 

of methanol extraction solvent. Ionization was facilitated by the application of a high DC 

voltage (6 kV) to the ionization apparatus, thus inducing an electrospray ionization 
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mechanism from the paper substrate. Methanol extraction solvent was applied directly onto 

the paper substrate with the paper triangle secured from the rear via a copper clip. Paper 

substrates were held at a 5 mm distance from the inlet of the mass spectrometer which was 

held at 250 °C. Spectra were recorded over a total acquisition time of two minutes with 

0.25 minutes analyte and internal standard averaging for all calibrant and UM solutions. 

The MS was operated in positive-ion mode for butyric acid, glycine, and histidine analytes 

with analysis of protonated pseudomolecular ion and negative-ion mode for glucose for 

analysis of the chloride adduct pseudomolecular ion. Protonation of butyric acid was 

facilitated via the high DC voltage ionization mechanism.173 Protonation of glycine and 

histidine was assisted via addition of 0.1 % formic acid. Glucose chloride adduct formation 

was assisted via addition of 10 mM ammonium chloride.174 

Mass spectra were obtained using a Thermo Fisher Scientific Finnigan ion trap 

mass spectrometer (San Jose, CA). All MS parameters were held constant throughout with 

3 microscans and 100 ms injection time. All spectral averaging was performed for 0.25 

min. Tandem MS was performed via collisional induced dissociation (CID) for structural 

analysis using collision energies ranging from 20-40 manufacturer’s units and were 

optimized for each unique chemical system. Data processing was performed using Thermo 

Fisher Scientific Xcalibur 2.2 SP1 software. 

5.2.4 Mass Spectral Quantification - Internal Standard Calibration Curve 

Using the PSI-MS platform, we sought to quantify each analyte in the UM samples 

and constructed internal standard calibration curves (Figure S9). This was done using 

standard solutions of each analyte made in neat water (13-100 mM) with appropriate 
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internal standards (800 mM). We placed 50 μL of the prepared internal standard solution 

into 2 mL of the standard solution to prepare a 16 mM solution for analysis. We then took 

10 μL aliquot of the 16 mM solution and place this on the paper triangle, allowing for 1 

minute of dry time before extraction solvent application onto the paper and applying a 6 

kV high DC voltage for subsequent analysis in the positive ion mode (butyric, glycine, and 

histidine) and negative ion mode (glucose). Tandem MS (MS/MS) mode was implemented 

for analysis, using the appropriate transitions for each compound and its corresponding 

internal standard (Figure S9). We monitored the ratio of the intensity of the analyte-to-

internal standard (A/IS) as a function of the analyte concentration – consistent with MS 

based calibration. Figure S9 shows the linearity achieved with R2 values that fall within 

the 0.99 range. With these results, we moved forward with the quantitative analysis of the 

selected compounds using the PSI-MS set-up with UM samples. Under analogous 

conditions to calibration, the UM samples were analyzed, and their spectrum confirmed 

the presence of butyric acid, glucose, glycine, and histidine in the ocean water samples via 

MS/MS. 

5.2.5 Field Collection for SM and UM Samples 

 Water was collected from two locations in Cocoa Beach, Florida in January 2023. 

Sampling site one was the Atlantic Ocean and site two was the Banana River within the 

Indian River Lagoon System. The Banana River is a brackish waterway connected via 

ocean inlet with mangrove shorelines; the conditions provide a unique aqueous 

environment on the west side of the Florida barrier islands. Samples are categorized as sea 

surface microlayer (SSML) and bulk sea/river water (BW). We operationally define the 
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SSML as the top 1 mm of the sampled water and BW as the top 1 m of the sampled water. 

All samples were stored at room temperature and shipped; once received, samples were 

stored at 2C until analyzed. 

 BW samples from Cocoa Beach, Florida were collected. Briefly, sea samples were 

collected within 10 meters of the ocean shoreline (28.314885 N, 80.607818 W) and river 

samples were acquired approximately 2 meters from land (28.309917 N, 80.614893 W) on 

January 10th and 11th 2023. All samples were collected and stored in mason jars with plastic 

lids instead of the traditional metal lids to avoid contamination through metal corrosion.  

BW was collected by first copiously rinsing a jar, replacing the lid, submerging the 

covered jar, and finally removing the lid underwater. Jars were filled to avoid head space. 

SSML water was collected according to methods detailed by Harvey and Burzell.175 

Briefly, a clean hydrophilic glass plate (Millipore Sigma, unframed, H × W × D 200 mm 

× 260 mm × 4 mm) was submerged perpendicular to the surface to about the top inch, the 

plate was then withdrawn from the water at a rate of approximately 20 cm/s. Adsorbed 

water and organics were collected via silicone squeegee into a copiously rinsed glass jar. 

5.2.6 Data Preprocessing 

There was a large degree of observed Raman fluorescence in the SM and UM 

sample datasets. This presented itself as broad band elevated baselines (Appendix A – 

Figure S1). Fluorescence was expected from the large number and variety of naturally 

occurring organic compounds in solution. Multiple methods of preprocessing were 

evaluated to see if this baseline variation could be corrected and if that correction led to 

higher model accuracies. To ensure that all data was treated the same way, all preprocessing 
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was completed on the SM , UM, and the SL datasets even though the fluorescence was not 

observed in the SL data (Appendix A – Figure S1). The highest accuracies came from 

taking the average of the Raman spectra from 1283 to 2640 cm-1. This average was then 

subtracted from all intensities from 346 to 3117 cm-1. This baseline corrects some of the 

observed Raman fluorescence in the SM and UM dataset. Next, the entire spectrum is 

normalized with respect to 3343 cm-1 which is correlated with the isosbestic point between 

the symmetric and asymmetric O-H stretching bands. This further corrects for the 

fluorescence. 

After preprocessing, the data was then split into training, testing, and validation 

datasets in ratios of 70:15:15 respectively. A random state, a variable within the sklearn 

train test split function, was assigned to ensure that the data was split the same way for 

each Jupyter Notebook, so all the models have access to the same data in the same splits. 

The 15 validation spectra were removed, in part, to ensure that when we performed a 

sample dropout test, the difference in accuracy could be associated directly with the 

sample’s representation in the dataset and not to the size of the dataset analyzed. This 

dropout test ensures that the models weren’t simply using the dilutions of the field samples 

to make their assignments. 

5.2.7 Python Scripts 

All python scripts have been made available via Jupyter Notebooks on GitHub 

(https://github.com/Ohio-State-Allen-Lab/multi_compound_marine_regression). 

5.2.8 Regression Methods 
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Eight total regression methods were tested for accuracy in identifying the 

concentrations of the UM samples. Six of these models were evaluated in our previous 

work on the saccharide and egg serum albumin dataset. The remaining two were added 

once it was seen that ensemble algorithms were performing well on the SM and SL datasets. 

Decision Trees (DT)138 

Decision trees (DT) utilize iterative binary splits of the data to identify 

concentrations of new data. A fitting criterion of absolute error was used with a best splitter 

to separate the data into leaves that had a minimum of 5 samples. 

Random Forest (RF)176 

Random forests (RF) utilize many decision trees to improve model accuracy. In this 

context, 100 trees were trained independently of each other (non-bootstrapped) by 

minimizing squared error. All of the trees were then used simultaneously to make model 

assignments. 

Gradient Boosted Regression (GBR)139 and Histogram Gradient Boosted Regression 

(HGBR)177 

Gradient boosted regression (GBR) and histogram gradient boosted (HGBR) 

models are made similarly to random forest models in the fact that the base architecture is 

a decision tree. However, the difference is that as new trees are trained in GBR, models 

learn from the previous trees. For this context, 100 trees are used reducing a loss of squared 

error. A learning rate of 0.5 was used with a max depth of 1. HGBR utilizes a histogram 

estimator to improve the speed of computation. 

K Nearest Neighbors (KNN)137 
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K nearest neighbors (KNN) models utilize the distance from previous datapoints to 

estimate quantifications for new samples. The presented models utilize the 5 nearest 

neighbors to make their assignments. 

Support Vector Regression (SVR)141 

Support vector regression (SVR) models work to optimize high dimensionality 

hyperplanes to fit datasets with many features. The kernel being utilized in the presented 

models is a radial bias function. 

Multi-Layer Perceptron (MLP)140 

Multi-Layer Perceptron (MLP) models are examples of neural networks. These 

models utilize a combination of weights and biases that exist in pairs called neurons. These 

neurons are tuned throughout training steps to minimize error. The presented models were 

trained for 5,000 training iterations, with a rectified linear unit (ReLU) activation function 

and an Adam solver. 

Multi-Variate Linear Regression (MLR)136 

Multi-variate linear regression models fit each feature (in this case, each 

wavenumber) with a linear function. The function for every feature is used simultaneously 

to make model assignments. The presented models use a Ridge linear model to fit the 

features. 

5.3 Results and Discussion 

5.3.1 Selection of Representative Analytes  

Describing the vast chemical complexity of ocean samples in just a few analytes of 

interest is incredibly challenging. This current work aims to focus on a saccharide, a fatty 
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acid, and a proxy for proteins. Due to time and technique constraints, only one to two 

representatives could be chosen for each class of molecule. As for concentration range, the 

total concentration sum was < 300 mM,178 arising from estimated total organic carbon 

(TOC) for marine samples. This average varies globally depending on marine system, time 

of year, and local ocean productivity.179–182 This adds the constraint that the analytes of 

interest should be soluble in room temperature water at a concentration of close to 300 

mM. 

Marine proteins vary greatly with type and size. These variables make defining the 

concept of a total concentration challenging. To standardize and simplify this analysis, this 

study looks at amino acids rather than a specific protein. Glycine and histidine were chosen 

as analytes of interest. These amino acids have been defined as potential markers for  

gluconeogenesis (non-sugar metabolism) and antifungal properties among others.183–186 

Glycine has also been noted as partitioning into sea spray aerosols and being transported 

into cloud water.187 Amino acids have been reported to make up 11% by mass of the 

dissolved organic carbon within submicron sea spray aerosol particles.188 Note although 

histidine was chosen as a representative analyte it was not found to be in UM samples 

above the LOQ of the utilized mass spectral calibration and thus could not be analyzed 

through our Raman and ML combined approach. 

  For fatty acids, the analyte needed to be marine relevant and not have a strong 

partitioning to the aqueous surface. This second criterion limited the options to fatty acids 

with a carbon chain length of three or less. Butyric acid has a carbon chain length of three 

and has been noted as one of the most abundant short chain fatty acid in algal bloom 
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metabolic processes.150,151,189,190 Butyric acid can also be an indicator of ocean 

oxygenation.191 As algal bloom populations collapse, the dissolved oxygen is depleted, 

causing negative impacts to ocean health.192,193 This lack of oxygen also increase ocean 

acidification.194 

 The chosen analyte representative for saccharides is glucose. This saccharide is one 

of the most abundant of the saccharides in marine systems.99 It is also a common feedstock 

for small scale marine life like algae and has been used in the past as a biomarker of algal 

bloom presence and stage.100,101 Glucose, along with other saccharides have also been 

known to partition into aerosols 99,102 where they can act as potential ice nucleators.195 

5.3.2 Sample Organization 

 After selection of the analytes of interest, a methodology was developed to make 

unique combinations of organic concentrations to generate the datasets for training. Four 

distinct calibration curves, two with 10 datapoints and two with 5 datapoints, were utilized 

in the method. The calibrations and the sample combinations that are developed make up 

a single array and each dataset contains two sample arrays. Each sample array contains 50 

samples. This is done in different ways for the SL samples and the SM samples (Figure 

31). 

 For the SL samples, the first sample array has anti-correlated calibration curves 

(Figure 31 SL samples rows 7-11). This means that the analyte concentration gradients on 

opposite sides of the sample array are changing inversely to one another. This ensures that 

the models are penalized for trying to correlate any of the concentrations during the 

training. For the second sample array, the opposing analyte concentrations change 
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proportionally to one another (Figure 31 SL samples rows 12 – 16). This second array was 

to ensure that there wasn’t in inverse correlation that could be picked up by the model 

either. 

 
Figure 31. Sample organization for model training datasets. The SL sample dataset (I) 

contains two sample arrays one in which there are anti-correlated concentrations (the 

species on opposite sides of the array have inverse calibration curves), and in the second 

the calibration curves move in the same direction. The SM sample dataset (II) contains first 

a dilution series of the field samples to ensure that the calibration curves were done lower 

than the concentration of the UM samples and then an anti-correlated array of spikes. The 

row numbers show the solution array being used 1-5 is dilutions, 7-11 is anti-correlated 

calibration curves, and 12-16 is the correlated calibration curves. Not pictured: 6 represents 

the UM samples that are withheld as the final validation set for the trainings. 

 For the SM samples, the setup involved associating each column of the sample 
arrays with a marine sample ( 
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Table 6). This allowed for a dilution series to be made for the first sample array (Figure 

31 SM samples rows 1-5). Due to the UM samples already having unique concentrations 

this dilution series took the place of the anti-corelated sample array in the SL dataset. The 

second sample array contained the same organic spikes that the correlated calibration data 

of the second SL sample array (Figure 31 SM samples rows 7-11). Together, these 

ensured that the concentrations of the UM samples would be within the calibration. 

 After analysis of the marine samples through mass spectrometry, it was determined 

that that the marine sample concentrations of histidine were below the limit of 

quantification (LOQ) of our mass spectral calibration. This suggests that the marine 

concentrations are in the µM range or below and thus would be beneath the limit of 

detection for our Raman system. As a result, the histidine spikes are in the samples and are 

part of the solution prep, however they are not represented in the analysis as there is no 

“true” value to compare to model results for accuracy. 
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Table 6. Marine samples associated with the UM and SM datasets. Concentrations of 

glycine, butyric acid, and glucose were calculated through mass spectrometry and will be 

used as the “true” values of concentration for these samples. Histidine concentrations were 

all beneath the LOQ for the mass spectral method. 

SAMPLE 
COLUMN 

WATER SAMPLING 
LOCATION 

GLYCINE 
(mM) 

BUTYRIC 
ACID (mM) 

GLUCOSE 
(mM) 

HISTIDINE 
(mM) 

A Atlantic Ocean - BW 6.01 26.81 14.20 <LOQ 

B Banana River - SSML 2.94 22.23 6.37 <LOQ 

C Banana River - BW 1.24 26.26 12.95 <LOQ 

D Atlantic Ocean - SSML <LOQ 21.82 20.19 <LOQ 

E Atlantic Ocean - BW 11.27 48.11 29.85 <LOQ 

F Saltwater Aquarium - BW 3.61 25.91 11.74 <LOQ 

G Atlantic Ocean - SSML 3.79 23.31 10.94 <LOQ 

H Banana River - BW 6.65 21.72 40.57 <LOQ 

I Banana River - SSML 2.23 24.82 14.90 <LOQ 

J Atlantic Ocean - BW 8.95 21.92 17.82 <LOQ 

 
 The concentration combinations within the spike-containing sample arrays are 

created by taking the row and column and spiking those concentrations into either lab or 

marine water depending on the dataset (Figure 32). This generates 50 unique combinations 

for each sample array. 



98 
 

 
Figure 32. Diagram depicting the process of mapping the calibration curves to make 

unique combinations of concentrations for each spike-containing sample array. 

 After training all the models, initial assessments on internal accuracy were made. 

Figure 33 depicts all the error associated with each chemical species (glycine, butyric acid, 

and glucose) for each of the machine learning methods trained on SL data (left) and SM 

data (right). The errors associated with the SM models are, on average, higher than the 

models trained on the SL data. Within each set, the ensemble methods (GBR, RF, and 

HGBR) tend to perform better than the single models. There doesn’t tend to be an 

immediately visible trend between error and chemical species, suggesting that different 

models are able to optimize different chemical species more effectively. 
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Figure 33. Test stage root mean squared error (RMSE) values for each combination of ML 

approach and chemical species. 

 All the models can then be used to predict the concentrations of the UM samples. 

Figure 34 has the model assignments for each of the different compounds. The models 

trained with the LS data are on the left (circles) and the models trained with the SM data 

are on the right (triangles). The dotted lines show a boundary of +/- 20% of the highest 

concentration of that analyte in a single marine sample. The models trained on the SM 

models show much more clustering of assignments within this +/-20% region. It is also 

possible to identify models that are performing more poorly across the board these include 

MLP, MLR, and RF. 
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Figure 34. UM sample estimates from each ML approach on SM models (left - 

circles) and on SL models (right - triangles). Solid grey line denotes a difference between 
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actual and predicted concentrations of 0. The dotted lines represent +/- 20% of the most 

concentrated marine sample for the given chemical species (glucose, glycine, and butyric 

acid). The SM models show more clustering within these boundaries than the SL models 

suggesting that the SM models were more accurate at identifying the concentrations within 

the UM samples. 

To improve the visualization of the models that are making assignments in the +/-

20% range, the number of assignments in this region were counted for each model and for 

each compound (Figure 35). This confirms that the SM models perform better than the LS 

models at identifying the UM samples. This increase in accuracy likely comes as a function 

of the increased similarities between the training data and the final validation data. These 

similarities include non-analyte organics which are leading to the observed Raman 

fluorescence and the solvated salts. These variables likely change from sample to sample, 

but they work to make the training data more chemically similar to the final validation data. 
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Figure 35. Counted values out of 10 for the correctly quantified UM samples within 20% 

of the max true values in a single UM sample. These counts are separated by ML approach 

and chemical species. Importantly, the SM models perform higher than the SL models in 

nearly every case. SVR achieved the highest accuracies for all three analyte concentrations. 

SVR performed the best at identifying the concentrations of glycine, butyric acid 

and glucose assigning 7/10, 9/10, and 8/10 within 20% of the true value, respectively. 

Butyric acid was also well described through the GBR and HGBR methods ( 

Table 7). 

Table 7. Highest performing models for each analyte compound. 

Highest Accuracy Model for Each Analyte Compound 

Glycine Butyric Acid Glucose 
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Support Vector 
Regression (SVR) 

 
 
 

7/10 Marine 
Samples 

Support Vector Regression (SVR) 
Or 

Gradient Boosted Regression 
(GBR) 

Or 
Histogram Gradient Boosted 

Regression (HGBR) 
 

9/10 Marine Samples 

 
 

Support Vector 
Regression (SVR) 

 
 
 

8/10 Marine Samples 

 
 As mentioned in Figure 31, the SM sample models (highest performing) are trained 

on dilutions of the marine samples. To further analyze the accuracy of these models, it is 

important to measure the marine sample accuracy if the model hadn't been trained on 

dilutions of that exact sample. To accomplish this, the highest performing models ( 

Table 7 –SVR (for glycine, butyric acid, and glucose), HGBR (for butyric acid), and 

GBR(for butyric acid) were trained another 10 times each. For each model, training one 

column of marine samples was dropped, (e.g., SM samples: column A) then the model was 

evaluated using the UM sample associated with that marine sample (for column A: sample 

A6). This allows for the analysis of the model if it was shown a truly new marine sample. 

This was then repeated with each of the remaining columns independently. Figure 36 

shows these results. 
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Figure 36. Marine sample analysis using dropout sample method. For each model training 

one column of samples was dropped (e.g., SM samples column A) then the model was 
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evaluated using the UM sample associated with that marine sample (for column A: sample 

A6). The dropped sample results are in black or grey and the original analysis is left in the 

color associated with that ML approach in Figure 34. The accuracy of models is well 

maintained for glycine (I) and butyric acid (II). The largest loss in accuracy was in the 

measurement of glucose. This variance, due to it mostly being overestimates, may be 

associated with the presence of other saccharides in these samples that cannot be 

determined using the stated mass spectral method.  

 The accuracy of analysis with and without sample dropout is maintained well in 

analyzing glycine and butyric acid. SVR performed the best out of the three possible 

butyric acid models in the drop out test. The model was able to achieve accuracy for 9/10 

samples even with the sample dropout. GBR (8/10 correct) and HGBR (7/10 correct) both 

experienced reductions in accuracy in identifying concentrations of butyric acid while 

using sample dropout. The largest variance was found in the analysis of glucose where 

there is a trend in over estimation from the SVR model (Table 8). This perpetual 

overestimation may suggest that there are other saccharides in these field samples.170 Our 

“true” value for glucose is limited to only glucose based on the limitations of our mass 

spectral method, which can only evaluate one stated analyte at a time. Machine learning 

models can accurately identify a generalized saccharide concentration through a sum of 

glucose and sucrose;170 this is consistent with the vast majority of errors being positive, as 

observed here (Figure 36).  
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Table 8. Effects of dropout sample test on highest performing models for each analyte 

compound. 

I Before Sample Dropout 

Analyte 
ML 

Approach 

No. Estimates 
Below  

20% Threshold 

No. Estimates 
Within 

20% Threshold 

No. Estimates 
Above 

20% Threshold 
Glycine SVR 3 7 0 

Butyric 
Acid 

SVR 1 9 0 
GBR 1 9 0 

HGBR 0 9 1 
Glucose SVR 2 8 0 

II After Sample Dropout (Net change) 

Analyte 
ML 

Approach 

No. Estimates 
Below  

20% Threshold 

No. Estimates 
Within 

20% Threshold 

No. Estimates 
Above 

20% Threshold 
Glycine SVR 3 7 0 

Butyric 
Acid 

SVR 1 9 0 
GBR 1 8 (- 1) 1 (+ 1) 

HGBR 2 (+ 2) 8 (- 2) 1 
Glucose SVR 4 (+ 2) 4 (- 4) 2 (+ 2) 

 

5.4 Conclusion 

Eight machine learning models were tested for their ability to identify four different 

analyte concentrations in a complex marine matrix. Two different Raman spectral datasets 

of organic spike arrays were made on ultrapure water and on marine samples to approach 

the complex system in different ways. The results indicate that support vector regression 

had the highest accuracy in identifying all three analytes. Butyric acid was also well 

described through gradient boosted regression and histogram gradient boosted regression 

however these approaches performed more poorly than the support vector regression 

during the sample drop out test. In nearly every case the spiked marine (SM) dataset, in 

which the spikes were added to marine samples with their internal chemical complexity, 
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outperformed the spiked lab (SL) dataset. Upon testing sample dropout to remove potential 

internal correlation in concentrations from the dilution series making up half of the SM 

dataset, it was found that butyric acid and glycine were largely unaffected. When this 

dropout approach was used with glucose, it led to an increase in overestimating glucose 

concentrations which suggests that there are saccharides in solution that are contributing 

to the same vibrational modes. Future work should add samples to the SM dataset to help 

improve its stability, to lessen the reliance on any given marine sample. Other experimental 

methods to benchmark and confirm the concentrations of the marine samples with 

additional representative analytes should be developed to improve the scope of the “true” 

concentrations. Other complementary analyte models should also be added to improve the 

overall organic compositional analysis. With sufficient analyte models it may also be 

possible to look for correlations between analyte models which would suggest which 

compounds may lead to systematic errors when coexisting in solution. This work reveals 

that it is possible to achieve accurate estimates of selected organics in an increasingly 

complex chemical matrix using Raman spectroscopy with machine learning. This 

combination of Raman and ML stands to improve our rapid response and characterization 

of marine samples both in the lab and in the field due to the durability and transportability 

of Raman instrumentation and the ease of use and rapid computations of a pretrained 

machine learning model. 
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Appendix A. Supplemental Information for Chapter 3 

A.1 Python Scripts 

Jupyter notebooks describing data preprocessing and model training are available on 

GitHub. 

https://github.com/Ohio-State-Allen-Lab/Mass_Spec_Functional_Group_ML 

 

A.2 Python Scripts 

The mass spectra were web scraped from the NIST webbook using a web scraping 
implementation, details of which are described in our previous publication.72 All the 
spectra were electron ionization. We obtained a total of 21,166 mass spectra.  
 

A.3 Definition of Functional Groups and Functional Group Classifications 

A total of 16 different functional groups were chosen to generate machine learning 

models to determine the functional group’s presence or absence. Single functional groups 

were chosen in this case to explore how well a machine learning model does at specificity; 

the goal of this test was to determine if a model can pick up on specific fragments to make 

an assessment. These functional groups were chosen due to the ease of identifying the 

functional groups using the InChiKeys that were available to us. Table S1 shows all these 

functional groups and the structure of each. 
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Table S1. Structure of the 16 different functional groups explored during the specific 

functional group portion of our modeling experiments. In each of these structures the R 

groups stand for an undefined organic structure attaching the functional group to the rest 

of the molecule. 

After training all of the functional group specific models three functional group 

classifications were then defined. These classifications were defined to look at multiple 

possible functional groups at once. The goal of this test was to explore how a machine 

learning model works with generalizability. Can the models identify a class when all of the 

constituents of a given class may not be present? Table S2 defines these classifications by 

the functional groups within them. 
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Generalized Functional Group Classifications 
N Containing O Containing A Containing 

 
Nitrile 
Amine 
Nitro 

Amide 

Aldehyde 
Carboxylic Acid 

Ketone 
Nitro 

Amide 
Ether 
Ester 

Alcohol 

 
 

Contains aromatic bonds, 
alternating single and 

double bonds 

Table S2. Functional groups that make up each of the different functional group 

classifications. 

A.4 Separation of Training and Testing Data 

Data Preprocessing 

To create the images and the array, the mass spectrometry data files needed to be 

converted from jcamp-dx files to csv files. This conversion was necessary to complete the 

preprocessing required to analyze the data both as an array and as images. The jcamp-dx 

data files only had mass values associated with non-zero intensity. Missing data needed to 

be added back in with an associated intensity of zero. This was done to ensure that the 

images being plotted were not incorrectly plotting peaks (Figure S1); for the array-based 

approach, each column needed to be associated with the correct mass value so their column 

placement would not change with the number of peaks present in a spectrum. Mass values 

missing between 1 and 500 m/z were added in so that data sets utilizing 250 and 500 mass 

numbers could be created. After adding in the missing mass values, all the spectra were 

normalized to ensure that the most intense peak of each spectrum was equal to 1. Jupyter 

notebooks are available showing the calculation and sorting processes for the mass spec 

data (https://github.com/Ohio-State-Allen-Lab/MS_Machine_Learning). 
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Prior to training the functional group specific and the functional group classification 

models the data needed to be split training and testing data. The test data set is removed 

first. The test set included 10 of the positive and negative case of each of the model’s 

classes. For example, in the case of the alcohol specific functional group model the test set 

would include 10 molecules that contained alcohol functional groups, and 10 that did not. 

Once those had been removed the remaining data was for training into 80% for adjusting 

the weights and 20% for internal validation during the training process (Figure S1). 

 

Figure S1. Flowchart depicting the splitting of the functional group dataset into training 

and testing data sets. 

A.5 Trouble Shooting Mass Spectra Plotting 
 

When converting the downloaded files from. jcamp to csv to do both the plotting 

for the ICNN and for creating the large array for the ALR it was found that the .jcamp files 

do not have mass values for intensities that are equal to 0. This needed to be corrected 

before we could move forward with the creation of the datasets. This was necessary for the 
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ALR so that the placement in the array could be correlated to the same mass value for each 

spectrum. This also led to problems with the ICNN as well. It is not a requirement for 

plotting in matplotlib to define every x value however in the case of the sharp discrete 

peaks in mass spectrometry the plotting program assumed that peaks that were placed close 

together needed to be connected which led to the plotting of broad triangles. Figure 1 shows 

an example of this misplotted data. 

 
Figure S2. Left: After converting the raw data from .jcamp to .csv from the NIST Webbook 

only the masses with an associated intensity are reported. Right an example of the 2D 

representation of the data when plotting in matplotlib without defining all of the mass 

values with associated intensities of 0. 

After training each of the models for the specific functional groups there were two 

metrics that were then compared for each of the models to determine how well the model 

had been trained and how well it could identify new data. The first of these metrics was the 

final training accuracy of the models. This metric defined how well the final model was 

able to fit the training data. The final testing accuracies of each model is shown in  
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A6. Accuracies for Transfer Learning CNN Models 

Training steps are defined by how many times the model can adjust its weights, 

biases, or thresholds before needing to present a final model. All models were trained 

multiple times with different numbers of training steps, the logistic regression models 

always converged to the same final weights and biases leading to the same estimate for 

each test spectra regardless of how many steps were made available to them. The 

convolutional neural networks coupled with the ICNN had different results corresponding 

to the number of training steps so for those columns the highest accuracy is reported, and 

the average accuracy is reported within the parentheticals. 
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Table S3. Final training accuracies for all models. These tests seek to show how these 

different architectures succeed at building specific models for a given functional group The 

final training accuracy is defined as the accuracy of the identification of the training data 

set after the final step in training for the case of the image-based models, and after model 

convergence for the array-based models.  
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The next metric used to describe the model’s fitness was the final testing accuracy. 

While the final training accuracy showed how well the model fit the training data, the final 

testing accuracy describes how well the model does at identifying new previously unseen 

data. This is measured by testing the models with the reserved testing data that it had never 

seen before. The models predicted if each spectra contained or did not contain the given 

functional group. Then the accuracy of the correct identifications out of the 20 reserved 

test spectra was used to calculate the final test accuracy. These final test accuracies are 

shown in  
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Table S4. 
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Table S4. Final testing accuracies for each of the functional group models are shown here. 

These tests seek to show how these different architectures succeed at building specific 

models for a given functional group. Final testing accuracies are defined as the final 

accuracy of identification of the test data, data that was withheld from the entire training 

and testing process. 

 
 

This process was then repeated for the generalized functional group classification 

models. The final training accuracies are shown in Table S5. 



136 
 

 

Table S5. Final training accuracy for the models for the functional group classifications is 

presented here. The goal of these tests is to show how these architectures can create models 

to fit a more generalized classification of functional groups. The final training accuracy is 

defined as the accuracy of identification of the training dataset after the last training step 

in the case of the image- based approach, and after model convergence in the array-based 

approach. The highest accuracy is highlighted and in the case of the image-based approach 

multiple models were trained with different parameters and the average of all the different 

models for each functional group is shown in the parenthetical. 
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Table S6 contains the final testing accuracies for the generalized functional group 
classification models. 
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Table S6. Final testing accuracies for each of the functional group models. These models 

seek to show how these different architectures succeed at building generalized models for 

a given functional group classification. Final testing accuracies are defined as the final 

accuracy of identification of the test data, data that was withheld from the entire training 

and testing process. A higher accuracy at identifying the test data suggests an increased 

ability to generalize from the training and testing data and thus suggests an increased ability 

to identify novel data in the future. The highest final testing accuracy for a given functional 

group is highlighted. The image-based models were trained under multiple different 

training parameters, because of this the highest accuracy is reported and the average 

accuracy is within the parenthetical. 

 

 
 

A.7 Model Coefficients for Each of the Models 

Once all of the models had been trained coefficients were assigned to each of the 

features (in our case those features were the individual masses). These coefficients when 

plotted show the effect of each mass on the model’s assignment of the spectra. A positive 

value signifies that that peak is associated with the presence of that functional group, a 
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negative value suggests that that peak is associated with the absence of that functional 

group. The intensity in either direction suggests how heavily that mass effects the model’s 

assignments. 
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Nitrile 
Largest Coefficients Smallest Coefficients 

Mass Coefficient Mass Coefficient 
115 2.349312 54 -1.42746 
53 2.248544 70 -1.45842 
39 2.208312 72 -1.47921 
50 2.029428 80 -1.64241 

101 1.95127 78 -1.73067 

 
Ketone 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

42 2.381197 40 -1.72529 
225 1.561286 44 -1.82377 
38 1.557563 51 -2.06585 

243 1.51114 43 -2.33556 
104 1.470557 29 -3.04368 
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Ether 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

14 5.562795 45 -2.09552 
28 3.1815 26 -2.26069 
25 1.492238 34 -2.88094 

148 1.360295 47 -2.88284 
73 1.209785 36 -3.60599 

 
Ester 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

28 3.512014 43 -1.96859 
14 2.89041 45 -2.01347 
25 2.320361 27 -2.07046 
73 1.858746 30 -2.16861 
86 1.448884 46 -2.53712 
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Carboxylic Acid 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

59 3.636344 57 -1.13647 
44 3.354331 92 -1.28263 
17 2.505814 121 -1.43412 
73 1.922039 46 -1.62928 
27 1.636504 115 -1.68373 

 

 
Amine 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

51 3.661088 26 -2.31438 
27 3.649376 28 -2.3205 
29 3.480256 25 -2.77679 
64 2.954008 49 -2.92806 
31 2.614077 38 -3.15894 
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Amide 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

43 2.140079 60 -1.21471 
71 1.6496 140 -1.25772 
55 1.510346 58 -1.2585 
76 1.503447 73 -1.33673 
97 1.245007 66 -1.65425 

 
Alkyne 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

52 3.031475 41 -1.18556 
38 2.085062 107 -1.19687 
78 1.379646 29 -1.20538 
65 1.323678 120 -1.21927 

114 1.244326 124 -1.28709 
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Alkane 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

28 4.694609 49 -2.52253 
26 4.245265 25 -2.94078 
40 3.444903 14 -3.75927 
48 2.060636 37 -5.20325 
90 1.7719 36 -5.80462 

 
Alkene 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

25 4.472632 64 -1.64609 
38 3.49691 48 -1.72455 
65 1.930545 63 -2.07894 
24 1.801369 37 -2.59039 
52 1.475922 41 -2.77066 
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Alcohol 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

30 6.248085 26 -1.48686 
17 5.462362 228 -1.48941 
52 3.206055 248 -1.50221 
16 2.197711 14 -2.58611 
44 2.025667 46 -2.83862 

 
Nitro 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

29 4.299858 58 -1.38806 
89 2.397963 110 -1.51309 
62 2.305777 71 -1.6563 
45 2.27186 84 -1.68743 
74 2.10265 26 -1.97449 
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Alkyl Halide 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

48 11.87642 64 -1.83414 
35 7.423916 33 -1.83426 
36 4.362391 17 -2.06371 
49 4.032308 52 -2.1476 
37 3.83969 114 -2.50603 

 
Acyl Halide 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

62 2.557588 180 -0.90233 
26 1.504645 125 -0.91391 
74 0.984313 44 -0.99313 
49 0.937561 119 -1.23031 

122 0.900851 55 -1.28368 
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Methyl 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

14 9.811189 27 -2.94057 
42 3.24801 49 -3.51 
28 3.22984 48 -3.66074 
58 3.090506 36 -4.55675 
52 2.661909 30 -5.47522 

 
Aldehyde 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

28 3.290154 115 -0.93832 
62 1.915359 124 -0.94284 
49 1.843428 86 -1.02607 
50 1.789735 29 -1.2638 
52 1.551895 58 -1.44946 
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O Containing 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

30 4.081637 47 -2.3676 
17 3.580336 36 -2.51273 
28 2.744514 26 -2.82851 
37 2.531534 46 -3.31254 
14 2.439157 34 -3.66808 

 
A Containing 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

30 4.081637 47 -2.3676 
17 3.580336 36 -2.51273 
28 2.744514 26 -2.82851 
37 2.531534 46 -3.31254 
14 2.439157 34 -3.66808 
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N Containing 

Largest Coefficients Smallest Coefficients 
Mass Coefficient Mass Coefficient 

29 7.838848 58 -1.53219 
51 3.624683 70 -1.82283 
64 2.585419 80 -1.90367 
53 2.460293 66 -2.48063 
63 2.416839 38 -3.19508 

 
 

 

A.8 Identified Impactful Fragments for Mass Spectral Analysis 

Once we switched to logistic regression our accuracies both for training and 

testing increased. Reported in Table S7. Top five most beneficial peaks for analyzing 

each of the different functional groups and functional group classifications. The 

beneficial peaks were defined as the peaks that caused the largest decrease in final 

training accuracy when removed from the feature set., are those accuracies.  

Once the final accuracies for each of the models had been determined the focus 

shifted to understanding how the models made their assignments. Reported below are the 
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peaks that were most positively impactful to the models correctly identifying the functional 

groups. The difference in training accuracy was defined as in Equation S1. 

 Equation S1: Calculating delta accuracy. 

  ∆𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚𝒋 =  𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚𝑨𝒍𝒍 𝑴𝒂𝒔𝒔𝒆𝒔 𝑷𝒓𝒆𝒔𝒆𝒏𝒕 −  𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚𝒎𝒐𝒅𝒆𝒍 𝒎𝒊𝒔𝒔𝒊𝒏𝒈 𝒎𝒂𝒔𝒔 𝒋 

In the above equation j is defined as the mass that has been removed for that 

iteration of the feature analysis. The accuracies are final training accuracies. These were 

chosen to understand how the model is making its fit of the training data. 

 
Table S7. Top five most beneficial peaks for analyzing each of the different functional 

groups and functional group classifications. The beneficial peaks were defined as the peaks 

that caused the largest decrease in final training accuracy when removed from the feature 

set. 

Most Helpful Peaks (Led to a Decrease in Accuracy When Removed) 
Alcohol Training Accuracy Difference in Training 

Accuracy 
106 70.06 -0.47 
52 70.05 -0.48 
43 69.91 -0.62 
44 69.71 -0.82 
30 68.15 -2.38 

Aldehyde Training Accuracy Difference in Training 
Accuracy 

73 78.17 -0.90 
110 78.17 -0.90 
80 77.94 -1.13 
95 77.94 -1.13 
28 76.47 -2.60 

Alkane Training Accuracy Difference in Training 
Accuracy 
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57 81.19 -0.23 
27 81.17 -0.25 
40 80.93 -0.49 
28 80.92 -0.50 
26 80.77 -0.65 

Alkene Training Accuracy Difference in Training 
Accuracy 

101 76.34 -0.29 
65 76.22 -0.41 
54 76.07 -0.56 
41 76.04 -0.59 
38 75.82 -0.82 

Alkyl Halide Training Accuracy Difference in Training 
Accuracy 

100 78.81 -0.30 
126 78.80 -0.31 
35 78.49 -0.63 
62 78.46 -0.65 
48 77.73 -1.39 

Alkyne Training Accuracy Difference in Training 
Accuracy 

66 84.51 -0.78 
40 84.38 -0.91 
78 84.38 -0.91 

114 84.24 -1.04 
52 83.85 -1.43 

Amide Training Accuracy Difference in Training 
Accuracy 

43 83.16 -0.52 
71 83.16 -0.52 

118 83.03 -0.65 
119 82.90 -0.78 
76 82.64 -1.04 

Amine Training Accuracy Difference in Training 
Accuracy 

104 82.66 -0.30 
27 82.51 -0.45 

105 82.49 -0.48 
51 82.39 -0.58 
29 82.31 -0.65 
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Carboxylic 
Acid 

Training Accuracy Difference in Training 
Accuracy 

29 73.54 -0.28 
106 73.54 -0.28 
163 73.50 -0.32 
59 73.40 -0.42 
44 72.66 -1.16 

Ester Training Accuracy Difference in Training 
Accuracy 

27 73.74 -0.31 
104 73.66 -0.40 
14 73.50 -0.56 
42 73.50 -0.56 
28 72.93 -1.13 

Ether Training Accuracy Difference in Training 
Accuracy 

36 68.57 -0.22 
42 68.49 -0.31 
56 68.49 -0.31 
14 67.70 -1.09 
28 67.10 -1.69 

Ketone Training Accuracy Difference in Training 
Accuracy 

44 73.60 -0.68 
40 73.57 -0.71 
43 73.54 -0.74 
29 73.43 -0.85 
42 71.27 -3.01 

Methyl Training Accuracy Difference in Training 
Accuracy 

27 79.26 -0.71 
28 79.02 -0.96 
42 78.85 -1.12 
30 78.73 -1.25 
14 78.40 -1.58 

Nitrile Training Accuracy Difference in Training 
Accuracy 

67 81.34 -0.59 
95 81.34 -0.59 
66 81.26 -0.67 
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78 81.26 -0.67 
72 81.09 -0.84 

Nitro Training Accuracy Difference in Training 
Accuracy 

120 85.20 -0.24 
149 85.14 -0.29 
42 85.08 -0.35 
62 85.08 -0.35 
29 82.49 -2.95 

A Containing Training Accuracy Difference in Training 
Accuracy 

68 90.25 -0.22 
50 90.25 -0.22 
66 90.20 -0.27 
42 90.09 -0.38 
78 89.96 -0.51 

N Containing Training Accuracy Difference in Training 
Accuracy 

53 78.39 -0.42 
38 78.32 -0.49 
43 78.21 -0.60 

105 78.10 -0.71 
29 76.26 -2.54 

O Containing Training Accuracy Difference in Training 
Accuracy 

46 68.74 -0.35 
26 68.73 -0.36 
30 68.46 -0.64 
42 68.32 -0.78 
28 68.14 -0.95 

 
The same was done with the most negatively correlated peaks with accuracy. 

Removing these masses led to an increase in accuracy suggesting that they are confusing 

the model and generating a worse fit of the data by being present. 
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Table S8. Top five most hindersome peaks for analyzing each of the different functional 

groups and functional group classifications. The hindersome peaks were defined as the 

peaks that caused the largest increase in final training accuracy when removed from the 

feature set. 

Most Hindersome Peaks (Led to an Increase in Accuracy When 
Removed) 

Alcohol Training Accuracy Difference in Training 
Accuracy 

106 70.69 +0.16 
52 70.63 +0.10 
43 70.62 +0.09 
44 70.62 +0.09 
30 70.62 +0.09 

Aldehyde Training Accuracy Difference in Training 
Accuracy 

73 79.41 +0.34 
110 79.19 +0.11 
80 79.19 +0.11 
95 79.19 +0.11 
28 79.19 +0.11 

Alkane Training Accuracy Difference in Training 
Accuracy 

57 81.52 +0.11 
27 81.52 +0.11 
40 81.52 +0.10 
28 81.51 +0.09 
26 81.51 +0.09 

Alkene Training Accuracy Difference in Training 
Accuracy 

101 76.82 +0.19 
65 76.74 +0.11 
54 76.70 +0.07 
41 76.70 +0.07 
38 76.70 +0.07 

Alkyl Halide Training Accuracy Difference in Training 
Accuracy 
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100 79.22 +0.11 
126 79.22 +0.11 
35 79.20 +0.09 
62 79.20 +0.09 
48 79.19 +0.08 

Alkyne Training Accuracy Difference in Training 
Accuracy 

66 85.94 +0.65 
40 85.55 +0.26 
78 85.55 +0.26 

114 85.55 +0.26 
52 85.42 +0.13 

Amide Training Accuracy Difference in Training 
Accuracy 

43 84.97 +1.30 
71 84.59 +0.91 

118 84.33 +0.65 
119 84.33 +0.65 
76 84.20 +0.52 

Amine Training Accuracy Difference in Training 
Accuracy 

104 83.14 +0.18 
27 83.09 +0.13 

105 83.09 +0.13 
51 83.07 +0.10 
29 83.07 +0.10 

Carboxylic Acid Training Accuracy Difference in Training 
Accuracy 

29 74.33 +0.51 
106 74.28 +0.46 
163 74.19 +0.37 
59 74.19 +0.37 
44 74.19 +0.37 

Ester Training Accuracy Difference in Training 
Accuracy 

27 74.23 +0.17 
104 74.20 +0.14 
14 74.18 +0.12 
42 74.18 +0.12 
28 74.16 +0.10 
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Ether Training Accuracy Difference in Training 
Accuracy 

36 69.04 +0.25 
42 69.03 +0.23 
56 69.01 +0.21 
14 69.00 +0.20 
28 68.98 +0.18 

Ketone Training Accuracy Difference in Training 
Accuracy 

44 74.45 +0.17 
40 74.42 +0.14 
43 74.42 +0.14 
29 74.39 +0.11 
42 74.39 +0.11 

Methyl Training Accuracy Difference in Training 
Accuracy 

27 80.04 +0.07 
28 80.03 +0.06 
42 80.02 +0.04 
30 80.02 +0.04 
14 80.02 +0.04 

Nitrile Training Accuracy Difference in Training 
Accuracy 

67 82.35 +0.42 
95 82.18 +0.25 
66 82.18 +0.25 
78 82.18 +0.25 
72 82.18 +0.25 

Nitro Training Accuracy Difference in Training 
Accuracy 

120 85.91 +0.47 
149 85.85 +0.41 
42 85.79 +0.35 
62 85.79 +0.35 
29 85.73 +0.29 

A Containing Training Accuracy Difference in Training 
Accuracy 

68 90.53 +0.06 
50 90.51 +0.03 
66 90.49 +0.02 
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42 90.49 +0.02 
78 90.49 +0.01 

N Containing Training Accuracy Difference in Training 
Accuracy 

53 78.99 +0.18 
38 78.89 +0.08 
43 78.88 +0.07 

105 78.88 +0.07 
29 78.86 +0.06 

O Containing Training Accuracy Difference in Training 
Accuracy 

46 69.21 +0.12 
26 69.19 +0.10 
30 69.19 +0.09 
42 69.18 +0.09 
28 69.18 +0.09 

 

 

 

 

A9. Analysis of Specific NIST Compounds 

To show how our models may be used to analyze mass spectra quickly, we took 

some specific examples from the NIST database that would be of particular interest for 

planetary missions, amino acids. We ran these spectra through our 20 models and report 

those results in table S9. The accuracy of the models’ description of the molecule is about 

75% accurate with the more chemically complex amino acid generating more positive 

assignments from the models. 
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Table S9. Model results for looking at two different amino acids, tryptophan and histidine. 

The overall description of the molecules was approximately 75% accurate. 

 Tryptophan Histidine 
Models Identified 

Present 
Nitrile 

Carboxylic Acid 
Amine 

Acyl Halide 
Nitrogen Containing 
Aromatic Containing 

Nitrile 
Ester 
Amine 

Aromatic containing 

Models Identified 
Absent 

Ketone 
Ether 
Ester 

Amide 
Alkyne 
Alkane 
Alkene 
Alcohol 

Nitro 
Akyl Halide 

Methyl 
Aldehyde 

Oxygen Containing 

Ketone 
Ether 

Carboxylic Acid 
Amide 
Alkyne 
Alkane 
Alkene 
Alcohol 

Nitro 
Alkyl Halide 
Acyl Halide 

Methyl 
Aldehyde 

Nitrogen Containing 
Oxygen Containing 

Accuracy 16/19 Correct Results 14/19 Correct Results 

We also analyzed our models on their ability to identify experimental data outside 

of the NIST database. We took GC MS data of 2-furan methanol, limonene, and pyridine. 

When analyzed with all 20 models the final accuracy in describing the molecules was 

~80%. 
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Table S10. Model results for experimental data outside of the NIST dataset. The 

description of the functional groups for all three was approximately 80%. 

 2 Furan Methanol Limonene Pyridine 
Models Identified 

Present 
Alcohol 
Alkene 
Alkane 

O Containing 
Ketone 
Alkyne 

Aldehyde 

Alkane 
Alkene 
Methyl 
Alkyne 
Alcohol 

O Containing 

Aromatic 
Containing 
Nitrogen 

Containing 
Nitrile 
Amide 

Alkyl Halide 
Models Identified 

Absent 
Nitrile 
Ketone 
Ester 
Ether 

Carboxylic Acid 
Amine 
Amide 
Alkyne 
Nitro 

Alkyl Halide 
Acyl Halide 
Aldehyde 
Methyl 

Nitrogen 
Containing 
Aromatic 

Containing 

Nitrile 
Ketone 
Ether 
Ester 

Carboxylic Acid 
Amine 
Amide 
Alkyne 
Alcohol 

Nitro 
Alkyl Halide 
Acyl Halide 
Aldehyde 
Nitrogen 

Containing 
Aromatic 

Containing 

Ketone 
Ether 
Ester 

Carboxylic Acid 
Amine 
Alkyne 
Alkane 
Alkene 
Alcohol 

Nitro 
Acyl Halide 

Methyl 
Aldehyde 
Nitrogen 

Containing 

Accuracy 15/19 Correct 
Results 

16/19 Correct 
Results 

16/19 Correct 
Results 



160 
 

Appendix B. Supplemental Information for Chapter 4 

B.1 ATR-FTIR Spectra of All Training Samples 

 
Figure S3. Composite spectra of all 100 samples used for training in each machine learning 

model. Negative intensities between 1700 and 1500 cm-1 arise from the subtraction of water 

from the samples as a preprocessing step. 
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B.2 Vibrational Analysis of Glucose and ESA 

 

 
Figure S4. Vibrational analysis of glucose (top) and ESA (bottom). 
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B.3 Highest Concentration of ESA and Glucose 

 
Figure S5. ATR-FTIR spectra of 1 M glucose and 5 mg/mL egg serum albumin isolated 

in aqueous solution. Glucose’s negative band occurring at the same location of the amide 

bands of the ESA is likely the cause of the lack of any contribution from these bands in the 

contour plot in Figure 26. 
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B.4 Selected Single Peak Beer’s Law Analysis 

 
Figure S6. Linear fits of 1036 cm-1 (a), 1050 cm-1 (b), 1100 cm-1 (c), and 1150 cm-1 (d). 

All linear fits exhibit high R2 values. 
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Table S11. Results of the linear fits from Figure S3 on identifying the concentration of 

saccharide (glucose and sucrose) from the ocean proxy samples. These results show that 

an individual linear fit is insufficient to identifying the generalized concentration of 

saccharide in aqueous solution. 

 
 
B.5 Analysis of MLR and SVR Weights 

 
Figure S7. Final model weights of linear regression (a) and support vector regression (b). 

The weights for the LR show no correlation with vibrational spectra, or anything with 

chemical significance. In contrast, the SVR weights show correspondence with the 

vibrational modes of glucose. These results suggest that the LR is over fitting and does not 

have the same “understanding” of the chemical system. Note SVR models were trained 

with a linear kernel and a Radial Bias Function (RBF) kernel. The RBF kernel was used to 
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produce our final assessments of the lab proxy samples in Table 3. (The weights for an 

RBF kernel cannot be visualized in the same way that we can for a linear kernel even 

though the model accuracies are comparable. The linear kernel weights are evaluated in 

this figure.) 

 
 
 
 
 
 
 
B.6 Tabulated Values for Accuracy and Fit for Each ML Model 
 
 
Table S12. Numerical results from the error and fit analysis for each ML method. 

 
MLR KNN DT GBR MLP SVR 

Training Error (M) 0.0000 0.000000 0.000000 0.000000 0.000000 0.000000 

Testing Error (M) 0.0060 0.020089 0.003333 0.025101 0.028260 0.021941 

Validation Error (M) 0.0039 0.016000 0.003111 0.022554 0.023631 0.016585 

R2 Value 0.999295 0.945941 0.996691 0.971263 0.932400 0.955016 
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B.7 Concentration Predictions for Proxy Solutions for Each ML Model 

 

Table S13. Numerical results from the estimates of the models for the lab proxy samples. 

 
MLR KNN DT GBR MLP SVR 

Sample A 
(0.2002 M) 

0.1130791 0.078 0.2 0.14260666 0.18047648 0.19378671 

Sample B 
(0.1502 M) 

0.08558797 0.068 0.12 0.09309408 0.13607501 0.13939388 

Sample B 
(0.1001 M) 

0.05907225 0.046 0.05 0.06630661 0.10100766 0.09224692 
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Appendix C. Supplemental Information for Chapter 5 

C.1 Raman Spectra Before and After Preprocessing 

 
Figure S8. Spiked lab dataset (top) and spiked ocean dataset (bottom) before (left) and 

after data preprocessing (right). 
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C.2 Calibration Curves for Mass Spectral Analysis 

 
Figure S9. Calibration of analytes in standard neat water solutions. (a). Calibration of 

butyric acid standard solutions (16-87 mM), using the MS/MS transition m/z 89  71. The 

internal standard used was succinic acid 2,2,4,4-d4 with MS/MS transitions m/z 123  95. 

(b). Calibration of glucose standard solutions (19-101 mM) using MS/MS transition m/z 

215  179. The internal standard used was D-Glucose-13C6 with MS/MS transition m/z 

221  185. (c). Calibration of glycine standard solutions (19-100 mM) using MS/MS 

transition m/z 76  48. The internal standard used was glycine-d5 with MS/MS transition 

m/z 81  53. (d). Calibration of histidine standard solutions (13-76 mM) using MS/MS 

transition m/z 156  110. The internal standard used was glycine-d5 with MS/MS 

transition m/z 81  53. 
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C.3 Spiked Lab (SL) Models Test Accuracy 

 
Figure S10. Model test accuracy for the spiked lab models. The test accuracy evaluates the 

internal accuracy of the model. 
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C.4 Spiked Lab (SL) Models – Unspiked Marine (UM) sample accuracy per model 

 
Figure S11. Field sample test accuracy for the spiked lab models. 
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C.5 Spiked Marine (SM) Models Test Accuracy 
 

 
Figure S12. Model test accuracy for the spiked ocean models. The test accuracy evaluates 

the internal accuracy of the model. 
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C.6 Spiked Marine (SM) Models - Unspiked Marine (UM) sample accuracy per 
model 
 

 
Figure S13. Field sample test accuracy for the spiked ocean models. 
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Appendix D. Supplemental Information for 532 nm Polarized 
Raman 

D.1 Reading a Micrometer for Adjusting Slit Width 
 The micrometer that controls the entrance slit width of the IsoPlane spectrograph 

(see chapter 2.2.1 Raman Spectroscopy) is controlled by twisting the top knob clockwise 

to close and counterclockwise to open. Reading the slit width is done by first reading the 

number on the lowest part of the micrometer (Figure S14 A). The gradations here indicate 

millimeters (mm) for the integer values. Each of the tics represent 0.25 mm. Next, the 

higher dial indicates smaller gradations within each 0.25 mm (Figure S14 B). The smallest 

tics on this portion represent 0.010 mm and each full turn is a change of 0.25 mm. The 

value from A is added to B to determine the total slit width. Note, the micrometer and slit 

can be damaged if the micrometer is opened beyond 3 mm or closed beneath 0.010 mm. 

 
Figure S14. Diagram depicting the use and reading of the micrometer attached to the 

Princeton IsoPlane spectrograph. 


