Dipeptide Aggregation in Aqueous Solution from Fixed Point-Charge Force Fields
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ABSTRACT: The description of aggregation processes with molecular dynamics simulations is a playground for testing biomolecular force fields, including a new generation of force fields that explicitly describe electronic polarization. In this work, we study a system consisting of 50 glycyl-L-alanine (Gly-Ala) dipeptides in solution with 1001 water molecules. Neutron diffraction experiments have shown that at this concentration, Gly-Ala aggregates into large clusters. However, general-purpose force fields in combination with established water models can fail to correctly describe this aggregation process, highlighting important deficiencies in how solute−solute and solute−solvent interactions are parametrized in these force fields. We found that even for the fully polarizable AMOEBA force field, the degree of association is considerably underestimated. Instead, a fixed point-charge approach based on the newly developed IPolQ scheme [Cerutti et al. J. Phys. Chem. 2013, 117, 2328] allows for the correct modeling of the dipeptide aggregation in aqueous solution. This result should stimulate interest in novel fitting schemes that aim to improve the description of the solvent polarization effect within both explicitly polarizable and fixed point-charge frameworks.

1. INTRODUCTION

Molecular dynamics (MD) is a well-established computational tool to model the behavior of molecular systems in chemistry, biology, and material sciences. To allow atomistic computer simulations to access relevant system sizes and time-scales, a common approximation is to describe electrostatic interactions using fixed point-charges that are centered on the atoms. This computationally inexpensive approach leads to satisfactory results for a wide variety of applications that do not require detailed knowledge of the electronic structure. However, an intrinsic limitation of the fixed point-charge model is that it captures many-body effects, such as electronic polarization, only in a mean-field way. Electronic polarization is caused by the rearrangement of electron density in response to changes in its environment and is often considered to be the main current challenge for reaching chemical accuracy (errors <1 kcal/mol) in biomolecular simulations.1,2 For this reason, a new generation of force fields is emerging with functional forms that are more complex and explicitly include a polarization energy term. A successful example is the AMOEBA (atomic multipole optimized energetics for biomolecular applications) polarizable force field developed by Ponder and Ren,3 which replaces the fixed partial charge model with polarizable atomic multipoles through quadrupole moments. AMOEBA has been demonstrated to outperform nonpolarizable force fields, for example, in describing solvation free energies of drug-like small molecules and dynamical properties away from ambient conditions,7 as well as active sites of metalloenzymes.6

In view of the availability and continued development of polarizable force fields, it is a good time to assess whether the fixed point-charge model of nonpolarizable force fields remains a viable alternative. When choosing between a polarizable and nonpolarizable force field, one has to consider to what extent the simplified point-charge model will be able to properly describe the system of interest which by nature is quantum mechanical. For water, for example, it is possible through force matching4 to produce a nonpolarizable model that accurately reproduces bulk properties obtained from a fully polarizable water model.6 As another example, pairwise additive potentials were shown to accurately describe the dissociation profile of Na−Cl in water, as calculated by ab initio MD.7 In addition, nonpolarizable force fields may remain an attractive option simply due to their simplicity and efficiency.

The most common approach to determine atomic charges for a nonpolarizable force field is based on quantum mechanical
(QM) calculations and a procedure termed restrained electrostatic potential (RESP) fit. RESP point-charges are optimized to reproduce the electrostatic potential at regions in space that are relevant to reproducing typical intermolecular interactions (such as the surface of the molecules defined by the van der Waals (vdW) radii). The reference QM calculations are often performed in the gas phase, while the RESP charges are then used for condensed phase simulations within an effective two-body additive model that is supposed to implicitly represent polarization. In an attempt to capture the polarizing effect of the condensed phase environment, it is thus common to choose a QM method that leads to overpolarization and overestimates the gas phase charges. Instead of this ad hoc approximation, it would be better to derive RESP charges from a condensed phase QM reference. However, in this case, the electrostatic energy of the system would be overestimated due to the lack of a “self-polarization” energy term in nonpolarizable force fields. Self-polarization is sometimes called the missing energy term in conventional force fields, and it corresponds to an energy penalty that is required to rearrange the electron density and create the polarized system.

An alternative to RESP fits is the supermolecular approach in which the charges are optimized to reproduce geometries and interaction energies of reference QM calculations for the model compound interacting with individual solvent molecules, usually a single water molecule. In this approach, the interaction with the solvent molecule in the QM calculation leads to local electronic polarization, which is thus implicitly included in the obtained charges. Similar to the RESP approach, it is common to select a QM method that leads to overpolarization in order to implicitly account for bulk polarization in the condensed phase.

Recently, there has been some discussion in the literature about the best strategy to obtain polarized charges for condensed phase simulations. Leontyev and Stuchebrukhov proposed a charge scaling approach based on a continuum electrostatics argument for ions and ionized groups. Scaling the charges by a factor of 0.7 was shown to improve the agreement of MD simulations with neutron scattering experiments for systems that otherwise incorrectly aggregate in the simulations, including concentrated solutions of atomic and small molecular ions. However, it remains to be seen if this simple rescaling approach will also work for complex systems that show too little aggregation in MD simulations, such as the one studied here.

Karamertzanis et al. have proposed a different approach in which the self-polarization penalty is approximated by using charges that are an average between the gas phase and the condensed phase values. This effectively spreads the energy penalty throughout all interacting pairs of atoms. This idea was used in a recent contribution by Cerutti et al. to derive charges for a new AMBER force field. The novel scheme, termed IPolQ (for “implicitly polarized charges”), includes the polarizing effect of the solvent by performing an iterative, self-consistent optimization of the charges on a molecular fragment that is embedded in a potential generated by an ensemble of surrounding water molecules. Classical MD simulations are used to sample both the ligand and solvent degrees of freedom in order to obtain a representative average. The missing self-polarization energy term is implicitly included in IPolQ charges by calculating an average charge between the QM RESP values in solution and in the gas phase. In this scheme, the electrostatic potential produced by the new charges is no longer exact; however, the electrostatic energy of the system is likely to be improved. Finally, the authors also proposed to reoptimize nonbonded vdW parameters to optimize hydration free energies. An important feature of the IPolQ charges is that they are derived in the presence of the solvent and are therefore fully consistent with the water model used during the parameterization procedure.

In this contribution, we focus on simulating the aggregation process of the zwitterionic dipeptide glycyl-L-alanine (Gly-Ala) in aqueous solution with different force fields. A balanced description of the interactions of the dipeptides among themselves and with the water molecules is important to accurately model the aggregation behavior and by extension is of high relevance for describing protein–ligand binding and protein–protein interactions. Previously, McLain et al. used neutron scattering to determine the aggregation behavior of Gly-Ala in combination with empirical potential structure refinement (EPSR). EPSR involves MD simulations with a force field that is empirically modified until the simulations are able to reproduce experimental diffraction patterns at which point the molecular structure and aggregation pattern can be extracted from the simulations. Parameters from the AA-OPLS force field were used for the dipeptide as a starting point of the refinement process to simulate the aggregation process in combination with the SPC/E water model. While the final agreement with experiments showed that a pairwise additive force field can in principle accurately describe the aggregation process, general-purpose force fields in their default parametrization are not necessarily able to do so. For instance, Tulip and Bates analyzed results from MD simulations with the CHARMM22 force field and three different water models and observed less aggregation than derived from the experiment. Similarly, Kucukkal and Stuart found a disappointing correlation with experiments when conducting MD simulations of the Gly-Ala, Gly-Pro, and Ala-Pro dipeptides, with either the polarizable CHARMM30 or the fixed point-charge CHARMM22 force fields for the dipeptides, in combination with the polarizable TIP4P-FQ or the fixed point-charge TIP3P water models, respectively. In the present contribution, we show that a similar problem exists for the AMBER ff12SB force field, which differs from the AMBER ff99SB18 model in backbone and side chain torsion parameters but uses the same RESP derived charges. We also show that the fully polarizable AMOEBA force field is not able to describe the aggregation process. We find that results obtained with the CHARMM36 force field, which uses a supermolecular approach for the charge derivation, are in better agreement with the EPSR model. Finally, we discuss results from simulations with the AMBER force field in combination with IPolQ charges that show a clear improvement in the description of the system—for the aggregation process and other structural properties such as ensemble-averaged site-site radial distribution functions, $g(r)$—when compared to the EPSR model that is fitted to neutron scattering data.

2. METHODS

All fixed point-charge force field simulations were performed with release 12.3 of the GPU accelerated version of the AMBER34 software package. The AMBER ff12SB force field, which includes revised backbone and side chain torsion parameters over ff99SB, as well as the CHARMM36 force field were used for the dipeptides and the TIP3P and TIP4P-Ew models for water. For the IPolQ and IPolQ-vdW
simulations, the charges and selected vdW parameters of the AMBER ff12SB force field were modified as described in the corresponding publication\textsuperscript{12} and in the Supporting Information. The CHAMBER program\textsuperscript{37} was used to convert CHARMM topology, parameter, and coordinate files into AMBER format.

A total of 50 glycyl-L-alanine dipeptide molecules were solvated with 1001 water molecules in a cubic box of 34.2 Å side length, representing the experimental density of 0.1 atoms per Å\textsuperscript{3}. All simulations were performed in the isothermal–isobaric ensemble (NpT) using Langevin dynamics\textsuperscript{38} with a collision frequency of 5 ps\textsuperscript{-1}, and a target temperature of 300 K and the Berendsen barostat\textsuperscript{39} with a target pressure of 1 bar and a pressure relaxation time of 1 ps. A time step of 2.0 fs was used with bond distances to hydrogen atoms constrained using the SHAKE\textsuperscript{40,41} algorithm. A cutoff of 9 Å was used for the real-space nonbonded interactions, and the particle mesh Ewald (PME) algorithm\textsuperscript{42} was used to account for long-range electrostatics beyond the cutoff. Simulations were run for a total of 100 ns, and the first 10 ns were considered equilibration time and discarded from any analysis.

All AMOEBA force field\textsuperscript{2} MD simulations were performed in the NpT ensemble at 300 K and 1.0 bar, using the OpenMM\textsuperscript{43,44} Python-based application layer. Periodic boundary conditions were used, along with a nonbonded interaction cutoff of 10 Å. A time step of 1.0 fs was used for the AMOEBA simulations while no constraints were used. Mutual polarization was used along with an induced target epsilon of 0.01 after checking convergence of the simulations with respect to epsilon. Energy conservation was monitored, and none of the simulations showed energy drift. Simulations were run for a total of 10 ns simulation time and the first 1 ns discarded from any analysis. The convergence of the simulations (see Supporting Information for details) was carefully monitored and tested by means of comparison to accelerated MD\textsuperscript{45} (aMD) simulations using the AMOEBA force field as implemented in OpenMM.\textsuperscript{4} The acceleration levels of accelerated MD have been chosen on the basis of the empirical equation presented by Lindert et al.\textsuperscript{30}

For validation, all simulations were also performed in the canonical ensemble (NVT) at the experimental density. These results are collected in the Supporting Information. It is worth mentioning that the results for both ensembles are very similar for all force fields, with NVT simulations leading to slightly increased structure in the relevant radial distribution functions as compared to NpT simulations.

3. RESULTS AND DISCUSSION

Neutron scattering experiments by McLain et al. suggest that Gly-Ala dipeptides aggregate in concentrated solutions with high probabilities for the formation of large dipeptide clusters.\textsuperscript{19} A probability of around 90% was found for a fully percolating cluster that contains all 50 Gly-Ala dipeptides of the experimentally derived EPSR model. Single Gly-Ala dipeptides and dimers were also observed while clusters of sizes 5 to 45 were essentially absent. Figure 1 shows representative snapshots from our MD trajectories of Gly-Ala dipeptides at the experimental concentration in water, highlighting the differences in aggregation behavior between the different force fields. Both the standard AMBER ff12SB force field and the polarizable AMOEBA force field lead to an unstructured solution with little cluster formation, while using IPolQ charges in combination with the AMBER ff12SB force field leads to clustering as observed experimentally. This suggests that the balance of solute–solute and solute–water interactions is improved in the IPolQ charge model, while the more complex many-body AMOEBA potential does not lead to a qualitatively better description of the interactions governing (de)solvation and peptide aggregation.

The cluster formation of the Gly-Ala dipeptides is believed to be mainly driven by interactions between charged, hydrophilic groups as opposed to contacts between hydrophobic groups.\textsuperscript{19} The most pronounced interactions are between the charged NH\textsubscript{3} and CO\textsubscript{2} end groups of the peptide fragments which can be characterized by the radial distribution function \(g(r_{\text{OC-HX}})\). The interactions between the hydrophobic side chain methyl groups in the Gly-Ala dipeptides can be characterized by...
$g(r_{\text{CB-CB}})$. For the nomenclature used for the labeling of atoms in this work, see Figure 2.

![Figure 2. Molecular structure of the dipeptide glycyl-L-alanine with the labeling scheme used in this work.](image)

Experimental results for the radial distribution functions $g(r_{\text{OC-HX}})$ and $g(r_{\text{CB-CB}})$ from the work of McLain et al. are shown in Figures 3 and 4, respectively, along with results from our $NpT$ simulations.

![Figure 3. Radial distribution function $g(r_{\text{OC-HX}})$ between carboxylate oxygen atoms and amine hydrogen atoms obtained from experiment (EPSR) in comparison to simulations with standard fixed point-charge force fields (top) and with IPoQ derived charges and the polarizable AMOEBA force field (bottom).](image)

![Figure 4. Radial distribution function $g(r_{\text{CB-CB}})$ between alanine side chain methyl carbon atoms obtained from experiment (EPSR) in comparison to simulations with standard fixed point-charge force fields (top) and with IPoQ derived charges and the polarizable AMOEBA force field (bottom).](image)

The experimental EPSR results in Figure 3 show that pronounced interactions occur between the carboxy and amine functional groups, underlining that the association is driven by interactions between these charged groups. The standard fixed point-charge AMBER ff12SB force field predicts a significantly understructured $g(r_{\text{OC-HX}})$, both with the TIP3P water model and to an even larger extent with the TIP4P-Ew water model, which is in line with the lack of cluster formation with this force field. In comparison to the EPSR model, the peaks in the radial distribution function are also shifted to larger values. Similar observations were made by others for the nonpolarizable AA-OP5 and CHARMM22 force fields with different water models, indicating that commonly employed procedures to derive parameters for fixed point-charge force fields are in general not appropriate to describe aggregation of peptides in water. Figure 3 shows that the CHARMM36 force field (c36) in combination with the TIP3P water model leads to results that are in good agreement with the EPSR reference, predicting a somewhat understructured radial distribution function. The use of IPoQ charges that were optimized with the TIP4P-Ew water model leads to a significant improvement of the results as compared to the underlying AMBER ff12SB force field, bringing $g(r_{\text{OC-HX}})$ into closer agreement with the EPSR results. Thus, the IPoQ charges, which can be considered to be the optimal fixed point-charges for the hydrated Gly-Ala peptide, do indeed lead to an improved description of the balance between solute–solute and solute–water interactions.

The polarizable AMOEBA force fields lead to amino acids with increased polarity as compared to the standard AMBER ff12SB force field with significantly larger charges on the atoms of the amino end group (details of the differences between IPoQ and ff12SB are discussed in the Supporting Information). This observation alone can explain the increased tendency for aggregation; however, it is important to stress that it is the subtle balance between the interactions driving (de)solvation and aggregation that is required to obtain a realistic description of the cluster formation. Using the modified vdW terms that were optimized to improve hydration free energies in combination with the IPoQ charges, which has a relatively modest effect on $g(r_{\text{OC-HX}})$. Despite successes in other cases, the polarizable AMOEBA force field fails to reproduce any structure in this radial distribution function, predicting an unstructured solution of Gly-Ala dipeptides without aggregation. The first peak in the radial distribution function $g(r_{\text{OC-HX}})$ is barely present with AMOEBA, and the second peak is absent. This is surprising since one would hope that the inclusion of polarizability in the force field would improve the agreement with experimental results. Instead, the results are worse than those of common fixed point-charge force fields. A similar observation was made for the polarizable CHARMM30 force field in combination with the polarizable TIP4P-FQ water model, suggesting that current polarizable force fields are not yet a safe general replacement of pairwise additive force fields.

Figure 4 shows results for the radial distribution function $g(r_{\text{CB-CB}})$ between alanine side chain methyl carbon atoms. In agreement with the results for $g(r_{\text{OC-HX}})$ from Figure 3, the AMBER ff12SB force field predicts less structure than determined from experimental results; however, the CHARMM36 force field does not perform better here. The agreement improves when IPoQ charges are employed, and additional use of the vdW terms that were optimized for use with IPoQ charges further improves the agreement with the EPSR model. The lack of dipeptide aggregation with AMOEBA results in an understructured $g(r_{\text{CB-CB}})$ which is in line with the
results for $g(r_{OC-HX})$ that showed a disagreement between AMOEBA and the experimental EPSR results.

We now turn to an analysis of the structure of the water surrounding the Gly-Ala dipeptide molecules, focusing on the carboxylate and amino groups of the Gly-Ala dipeptides since interactions between these groups are the dominant driving force for aggregation. Results for the radial distribution functions $g(r_{OC-HW})$ and $g(r_{OC-OW})$ are shown in Figures 5 and 6, respectively. These correspond to the distances between the carboxylate oxygen atoms and the water hydrogen or oxygen atoms, respectively. Results for the radial distribution function $g(r_{CB-CB})$, see Figures 3 and 4. Since the solute–solute interactions seem to be accurately modeled by AMOEBA, this suggests that AMOEBA underestimates the solute–solvent interactions, that is, the electrostatic interactions between the zwitterionic dipeptides.

Equally important is the water structure around the charged amino group. From Figure 7, we can see that the CHARMM36 force field predicts a radial distribution function $g(r_{HZ-OY})$ that is very close to the reference EPSR data. The AMBER ff12SB force field, however, is not able to reproduce the experimental solvent structure around the amino group, neither with the TIP3P nor with the TIP4P-Ew water model. The peaks in the radial distribution function are shifted to the right, and the minimum around 2.3 Å is barely present. In contrast, both IPolQ and IPolQ+vdW are in better agreement with the experimental results, and the combination of IPolQ charges with the optimized vdW terms leads to further improvements. The AMOEBA force field also shows good agreement with the experimental results for the structure of water surrounding the carboxylate group, with results that are very similar to IPolQ+vdW. This good agreement between AMOEBA and experimental results for the water structure around the carboxylate group is in contrast with the inability of AMOEBA to predict Gly-Ala aggregation manifested through the lack of structure in the radial distribution functions $g(r_{OC-HX})$ and $g(r_{CB-CB})$, see Figures 3 and 4. Since the solute–solute interactions seem to be accurately modeled by AMOEBA, this suggests that AMOEBA underestimates the solute–solvent interactions, that is, the electrostatic interactions between the zwitterionic dipeptides.

4. CONCLUSION

In this work, MD simulations of a concentrated solution of the zwitterionic glycy1-l- alanine dipeptide highlight areas of possible improvement in the polarizable AMOEBA force field, which fails to describe the aggregation behavior of Gly-Ala dipeptides into large clusters at high concentrations in aqueous solutions as determined from neutron scattering experiments by McLain et al.19 The cluster formation is too strong, making desolvation unfavorable and hindering aggregation. Again, the use of IPolQ charges improves the agreement with experimental results, and the combination of IPolQ charges with the optimized vdW terms leads to further improvements. The AMOEBA force field also shows good agreement with the experimental results for the structure of water surrounding the carboxylate group, with results that are very similar to IPolQ+vdW. This good agreement between AMOEBA and experimental results for the water structure around the carboxylate group is in contrast with the inability of AMOEBA to predict Gly-Ala aggregation manifested through the lack of structure in the radial distribution functions $g(r_{OC-HX})$ and $g(r_{CB-CB})$, see Figures 3 and 4. Since the solute–solute interactions seem to be accurately modeled by AMOEBA, this suggests that AMOEBA underestimates the solute–solvent interactions, that is, the electrostatic interactions between the zwitterionic dipeptides.

Equally important is the water structure around the charged amino group. From Figure 7, we can see that the CHARMM36 force field predicts a radial distribution function $g(r_{HZ-OY})$ that is very close to the reference EPSR data. The AMBER ff12SB force field, however, is not able to reproduce the experimental solvent structure around the amino group, neither with the TIP3P nor with the TIP4P-Ew water model. The peaks in the radial distribution function are shifted to the right, and the minimum around 2.3 Å is barely present. In contrast, both IPolQ and IPolQ+vdW are in better agreement with the experimental results, and the combination of IPolQ charges with the optimized vdW terms leads to further improvements. The AMOEBA force field also shows good agreement with the experimental results for the structure of water surrounding the carboxylate group, with results that are very similar to IPolQ+vdW. This good agreement between AMOEBA and experimental results for the water structure around the carboxylate group is in contrast with the inability of AMOEBA to predict Gly-Ala aggregation manifested through the lack of structure in the radial distribution functions $g(r_{OC-HX})$ and $g(r_{CB-CB})$, see Figures 3 and 4. Since the solute–solute interactions seem to be accurately modeled by AMOEBA, this suggests that AMOEBA underestimates the solute–solvent interactions, that is, the electrostatic interactions between the zwitterionic dipeptides.

Equally important is the water structure around the charged amino group. From Figure 7, we can see that the CHARMM36 force field predicts a radial distribution function $g(r_{HZ-OY})$ that is very close to the reference EPSR data. The AMBER ff12SB force field, however, is not able to reproduce the experimental solvent structure around the amino group, neither with the TIP3P nor with the TIP4P-Ew water model. The peaks in the radial distribution function are shifted to the right, and the minimum around 2.3 Å is barely present. In contrast, both IPolQ and IPolQ+vdW are in better agreement with the experimental results, and the combination of IPolQ charges with the optimized vdW terms leads to further improvements. The AMOEBA force field also shows good agreement with the experimental results for the structure of water surrounding the carboxylate group, with results that are very similar to IPolQ+vdW. This good agreement between AMOEBA and experimental results for the water structure around the carboxylate group is in contrast with the inability of AMOEBA to predict Gly-Ala aggregation manifested through the lack of structure in the radial distribution functions $g(r_{OC-HX})$ and $g(r_{CB-CB})$, see Figures 3 and 4. Since the solute–solute interactions seem to be accurately modeled by AMOEBA, this suggests that AMOEBA underestimates the solute–solvent interactions, that is, the electrostatic interactions between the zwitterionic dipeptides.

4. CONCLUSION

In this work, MD simulations of a concentrated solution of the zwitterionic glycy1-l- alanine dipeptide highlight areas of possible improvement in the polarizable AMOEBA force field, which fails to describe the aggregation behavior of Gly-Ala dipeptides into large clusters at high concentrations in aqueous solutions as determined from neutron scattering experiments by McLain et al.19 The cluster formation is determined by a subtle balance between solute–solvent
interactions governing the desolvation process and solute—solute interactions. AMOEBA is able to describe the hydration structure of the peptides rather well. Thus, it appears that the current parametrization of AMOEBA properly describes the solute—solvent interactions while underestimating the interactions among the peptides.

Our simulations show that the AMBER ff12SB force field, which is widely used for biomolecular simulations in explicit solvent, is also unable to describe the experimentally observed aggregation of Gly-Ala. This result has potential implications for many studies that involve (de)solvation and charged proteins and ligands (including drug design and the study of aggregation processes occurring in diseases such as Creutzfeldt–Jakob or Alzheimer diseases). We find that the ff12SB force field overestimates the coordination number of water around the carboxylate and amino groups, both with the TIP3P water model and to an even larger extent with the TIP4P-Ew water model. This overestimation of the peptide—water interactions makes desolvation unfavorable and contributes to the observed lack of cluster formation. This observation is in agreement with results from other groups for the established AA-OPLS and CHARMM nonpolarizable force fields.49,52,24

Finally, a key result of our study is that the aggregation can be described with a fixed point-charge model. We find that the latest nonpolarizable CHARMM36 force field results in a radial distribution function between the oppositely charged amino and carboxylate groups of the zwitterionic peptide that closely resembles the experimental reference, although this force field clearly overhydrates the carboxylate group. The use of IpolQ charges leads to the correct aggregation behavior and also improves the structure of water around carboxylate and amino groups, thus representing an improvement over the standard AMBER ff12 SB force field. In our opinion, the main reason for the success of the IpolQ scheme12 as compared to the regular RESP derived charges is that it includes the polarizing effect of the solvent in a self-consistent fashion (that is consistent with the solvent model), while implicitly correcting for the missing self-polarization energy term. Thus, the IpolQ charges are possibly the optimal nonpolarizable point-charges for describing the electrostatic energy of a hydrated solute in condensed phase MD simulations. Problems may of course still arise if parts of a system parametrized with IpolQ charges experience a completely different dielectric environment, for example by getting buried in the hydrophobic core of a protein during the course of a simulation, which should be addressed by an explicitly polarizable force field. Nevertheless, it seems that the IpolQ protocol is a significant step forward which should stimulate continued interest in fitting schemes that aim to improve the description of the solvent polarization effect within a fixed point-charge framework. It will be interesting to see how these new charges perform for important biological processes that involve desolvation and solute—solute interactions. Optimized point-charges could offer significant improvements for free energies that describe binding of drug-like molecules to proteins.47,48 Furthermore, IpolQ may help model highly charged biological systems, such as ion channels, that have so far been challenging to accurately model with pairwise additive force fields.49,50
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