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ABSTRACT: The combination of deep learning and sequence data has transformed protein structure prediction and modeling, evidenced in the success of AlphaFold (AF). For this reason, many methods have been developed to take advantage of this success in areas where inaccurate structural modeling may limit computational predictiveness. For example, many methods have been developed to predict protein intrinsic disorder from sequence, including our Rosetta ResidueDisorder (RRD) approach. Intrinsically disordered regions in proteins are parts of the sequence that do not form ordered, folded structures under typical physiological conditions. In the original implementation of RRD, Rosetta ab initio models were generated, and disordered regions were predicted based on residue scores (disordered residues typically exist in regions of unfavorable scores). In this work, we show that by (i) replacing the ab initio modeling with AF (using the same scoring and disorder assignment approach) and (ii) updating the score function, the predictiveness improved significantly. Residues were better ranked by the order/disorder, evidenced by an improvement in receiver operating characteristic area-under-the-curve from 0.69 to 0.78 on a large (229 protein) and balanced data set (relatively even ordered versus disordered residues). Finally, the binary prediction accuracy also improved from 62% to 74% on the same data set. Our results show that the combined AF-RRD approach was as good as or better than all existing methods by these metrics (AF-RRD had the highest prediction accuracy).

INTRODUCTION

Proteins and protein domains have been historically viewed as structures with rigid and stable features that play key roles in many biological functions. However, there are numerous proteins that do not exist as a single, stable structure under physiological conditions, and instead sample a wide range of conformations. The level of disorder in proteins is encoded by the amino acid sequence, favored by features such as lower sequence complexity, fewer hydrophobic amino acids, and more highly charged or highly hydrophilic amino acids to name a few. These sequence properties cause relatively flat free energy surfaces, which allow the systems to transform between numerous conformations with low energy barriers. Because of this intrinsic nature of such systems, they are commonly known as intrinsically disordered proteins (IDPs) and intrinsically disordered regions (IDRs). IDPs and IDRs are highly abundant in nature, and a large fraction are found in eukaryotic organisms.

It has been shown that around 30% of the sequences (of proteins with 30 residues or more) in the human proteome have some IDRs. Additionally, IDPs/IDRs play important roles in several biological functions such as transcriptional regulation, translation, phosphorylation, and cellular signal transduction. Furthermore, IDPs/IDRs are also associated with human diseases such as various genetic disorders, Alzheimer’s disease, as well as neurodegenerative diseases. Because of their importance across various domains of biology and medicine, several experimental techniques have been utilized to identify IDPs/IDRs and determine intrinsic disorder (or lack thereof) of specific regions in a system. Nuclear magnetic resonance (NMR) spectroscopy, circular dichroism (CD) spectroscopy, small-angle X-ray scattering (SAXS), and single-molecule fluorescence resonance energy transfer (smFRET) are well established methods to study IDPs/IDRs. In addition to experimental techniques, fast and free computational methods to probe disorder in silico also play an important role.

There are many algorithms that have been developed to predict IDPs/IDRs, RaptorX, IUPred, Metapredict, and PrDOS are a few popular computational methods available for disorder prediction from sequences. Generally, these methods use some combination of machine learning, sequence composition, energy function, and/or local secondary structure prediction to characterize the intrinsic disorder...
in proteins. In the following, we provide a brief explanation of how each of these disorder prediction method works. RaptorX is a sequence-based method for order/disorder prediction. RaptorX utilizes multiple sequence alignments as well as deep learning (deep convolutional neural fields) to categorize each residue into one of its secondary structure categories. IUPred is also a sequence-based method that predicts the tendency for each residue to be ordered/disordered. IUPred achieves this by estimating an energy based on an empirical force field. Metapredict is another sequence-based method for predicting the stability of residues. Metapredict uses a bi-directional recurrent neural network to predict each residue with a predicted disorder score. PrDOS uses a supervised machine learning technique (support vector machine) to make predictions from amino acid sequence and determines each residue as ordered/disordered. Recently, we developed the Rosetta ResidueDisorder (RRD) application which can accurately predict the intrinsic disorder of proteins. Unlike most other methods, RRD utilizes structural modeling (such as the ab initio structure prediction method in Rosetta) to first generate an ensemble of structures from the primary sequence. Next, RRD predicts the intrinsic disorder of each residue based on the average scores over the ensemble of predicted structures. We hypothesized that this method allows for the accounting of long-range interactions between residues that other purely sequence-based methods may not. In a benchmark of 245 proteins, the RRD approach outperformed other methods. Within RRD, we have also demonstrated that disorder can be predicted directly from the structure, if known, using the same methodology.

Recent advances in protein structure modeling have been fueled by deep learning and sequence coevolution, evidenced in various highly accurate algorithms such as AlphaFold and RoseTTAFold. During the 14th edition of the Critical Assessment of Protein Structure Prediction in 2020 (CASP14), AlphaFold2 (AF) significantly outperformed all other methods at predicting protein structures from sequences. Recent studies also showed that AF assigns a low predicted local-distance difference test (pLDDT) score for disordered residues in IDPs/IDRs. Based on these exciting new developments, we proposed to build structural models for target sequences using state-of-the-art deep learning algorithms and utilize the structures within the RRD protocol. Using the same, balanced data sets employed in previous work, we benchmarked the performance of RRD with these new modeling approaches against existing methods such as RaptorX, PrDOS, IUPred, and the approach using AF pLDDT. The prediction accuracy and receiver operating characteristic (ROC) curves were used to quantify the performance. Using our benchmark sets, we demonstrate that the combination of AF and RRD performed well compared to the other investigated methods with respect to predicting disordered regions, with an accuracy of 74% (about 10 percentage points higher than our previous work with ab initio modeling) and an ROC curve area-under-the-curve (AUC) of 0.78 on a large (229 proteins), independent test set.

**METHODS**

RRD can be used to predict intrinsic disorder from a primary sequence (by assigning each residue as ordered or disordered), as described in detail in previous work and schematically depicted in Figure 1. In short, the method works by first

---

**Figure 1.** Overview of RRD and relevant parameters. Contains pictorial definitions of the window size (WS), cutoff value (CV), terminal percentage cutoff (TPC), terminal size (TS), and terminal cutoff value (TCV).
predicting a set of tertiary structures (previously 100 models using the Rosetta \textit{ab initio} protocol). Next, the average per residue scores (previous work used the Talaris2014 \cite{t14} energy function \cite{37}) of each residue are calculated from the models. These average residue scores are then smoothed by calculating a window average with the window size (WS), resulting in the order score (OS). In our previous work, we used WS = 5 for \textit{ab initio} t14, that is, yielding the average score of N-5, N-4, \ldots, N, \ldots, N + 4, and N + 5, where N is the residue of interest. Residues with OS greater than the cutoff value (CV = −1.0 for \textit{ab initio} t14) are identified as disordered (indicating unfavorable Rosetta scores in the region), with residues having OS less than CV identified as ordered (indicating favorable Rosetta scores in the region). Finally, if the system is identified as mostly ordered after the first identification (disorder percentage less than terminal percentage cutoff [TPC, TPC = 60\% for \textit{ab initio} t14]), the cutoff is linearly increased for the terminal ends, and the disorder is predicted once more using the new cutoffs for the terminal size (TS, TS = 13\% for \textit{ab initio} t14) percentage of residues with the terminal ends reaching a terminal cutoff value (TCV, TCV = −0.3 for \textit{ab initio} t14).

In this work, we utilized a variety of approaches to model structures. This is similar to the original use of \textit{ab initio} modeling reported previously \cite{26} for use in the RRD protocol. The modeling approaches include Rosetta \textit{ab initio} (version 3.12), \cite{37} RoseTTAFold (RF, version 1.0.0) \cite{38} and Alphafold2 (AF, version 2.0.0) \cite{39}. The details of these methods are described below. We investigated RRD disorder prediction for each case using the REF2015 (r15) scoring function and the t14 scoring function. For comparison, we also used the native (crystal or solution NMR) structures to predict disorder (using the representative model). For each protein system tested, we generated 1 relaxed native model, 100 \textit{ab initio} models, 1 RF model, and 5 AF models. The sets of each model were then relaxed in Rosetta (using the corresponding Rosetta scoring function, r15 or t14), then input into the RRD protocol.

We next updated the RRD parameters (WS, CV, TPC, TS, and TCV) to be compatible with different modeling protocols. These parameters were systematically optimized against a combination of AUC and percent accuracy (on the benchmark set) using an in-house python script. For example, because scores are lower (more negative) for the r15 scoring function in comparison with the t14 function, the CV was decreased. For each parameter selection, we optimized the parameters using the 16-protein benchmark set and later used the larger (229 proteins, both data sets are described in the following section), fully independent test set to verify the results.

The benchmark set-optimized parameters for each modeling case are shown in Table 1. For RRD using all Rosetta-based structure modeling, the same parameters were used (relaxed native, \textit{ab initio}, and RF), while the parameters were different for the AF modeling. It should be noted that the terminal optimization procedure did not improve results for the AF modeling, so this step was disregarded for that modeling approach, as indicated in Figure 1 and Table 1 (TPC, TS, and TCV not applicable). Ultimately, we calculated the binary prediction accuracy for all residues (percentage of correct predictions) and the AUC for the ROC curve for each data set for each approach. The AUC value ranges from 0 to 1, with perfect prediction having AUC = 1 and a random prediction tool having AUC = 0.5.

\textbf{Data sets: Benchmark and Test Sets.} In this work, we used the same two data sets that were employed in the previous RRD development. The data sets have been described in full detail previously \cite{26}. In short, the benchmark data set contained 16 nonhomologous proteins, each with fewer than 150 residues, with experimentally identified disordered regions from the DisProt database \cite{26}. The proteins in the benchmark data set covered a large range of the overall percent disorder (from very ordered [4.7\% disorder] to very disordered [100\% disordered]). Among the 16 proteins in the benchmark data set, there were 737 ordered residues and 648 disordered residues, a relatively balanced distribution between the ordered and disordered. The RRD parameters were optimized using the proteins in the benchmark set for the new modeling approaches in this work.

The independent test data set that was employed in previous work \cite{26} was also used here to examine the prediction accuracy for an unbiased data set. The 229 test set proteins were obtained from the Protein Data Bank. We specifically chose structures determined with solution NMR. The percent disorder of this test set ranged from 0 to 100\%. Among the 229 proteins, there were 11,172 disordered residues and 10,580 ordered residues, also balanced between ordered and disordered. The residues were identified as disordered if the root-mean-square fluctuation (RMSF) was greater than 2 Å; otherwise, they were identified as ordered \cite{41}.

\textbf{Structural Modeling for the RRD Input.} To generate the 100 Rosetta \textit{ab initio} models, we used the same protocol described in detail from previous work \cite{26}. Rosetta \textit{ab initio} is a fragment-based method for protein structure prediction. In this type of modeling approach, the protein conformational space is searched by inserting fragments within a Monte Carlo sampling strategy. Therefore, a large number of sampled structures (thousands to tens of thousands) is usually required to sufficiently sample the conformational space. From our previous work, we found that generating 100 models was adequate to correctly predict disorder using our RRD approach \cite{26}. For the RF and AF modeling, default parameters (as instructed in their respective GitHub repositories) were used. By default, AF predicts five models (that are typically very similar to one another) while RF produces one model. It is noted that the structural output of both AF and RF is rather deterministic as compared to that of Rosetta \textit{ab initio}. For a given sequence, these methods predict similar structures from run to run. We have previously shown that adding a large ensemble of structures that are relatively similar as input into the RRD protocol often provides very little benefit (compared to a single structure). For example, when inputting relaxed natives, using the entire NMR ensemble only increased prediction accuracy by 0.6 percentage points compared to representative alone \cite{26}. We thus decided to use five AF models and one RF model in our RRD protocol. After relaxation, the

\begin{table}[h]
\centering
\caption{Parameters Used for RRD Predictions}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
method(s) for model generation & Rosetta RRD scoring function & WS & CV & TPC & TSV \\
\hline
relaxed natives, \textit{ab initio}, and RF & t14 & 5 & 1.0 & 60\% & 13\% & 0.3 \\
\hline
relaxed natives, \textit{ab initio}, and RF & r15 & 10 & 1.5 & 40\% & 34\% & 0.8 \\
\hline
AF & t14 & 5 & 1.2 & NA & NA & NA \\
\hline
AF & r15 & 10 & 1.8 & NA & NA & NA \\
\hline
\end{tabular}
\end{table}
scores were comparable to those of Rosetta-generated structures. For comparison purposes, C-α root-mean-square deviation (RMSD) was calculated for each model to the un-relaxed native structures using PyMol. To do this for any particular model, we calculated RMSD to each native structure (for NMR-derived structures with an ensemble of structures, there were multiple native pdb models), with the value reported being the minimum RMSD. Finally, the values reported are averages over the sets.

Applications of Other IDR Prediction Approaches.
The performance of RRD using various modeling approaches was compared to five popular disordered region prediction protocols, namely, IUPred3,23 RaptorX,20 PrDOS,25 Meta-predict,24 and the AF-predicted local-distance difference test (pLDDT) approach36 (described in the following paragraph). All 245 protein sequences from both the benchmark and NMR data sets were submitted to the IUPred2A,22 IUPred3,23 RaptorX,20,42 and PrDOS online servers, while the Metapredict algorithm24 was run locally. All predictions were performed with default settings. These methods predicted the probabilities of each residue being disordered, which were utilized in ROC curve analysis. For prediction accuracy comparison, a residue with disorder probability higher than 50% was identified as disordered and identified as ordered otherwise.

For the pLDDT approach, we used the five generated AF models using the default AF protocol. The pLDDT value, which acts as a confidence metric of the prediction, was extracted for each residue. This value indicates the predicted accuracy of the local structural environment of any modeled residue, ranging from 0 to 100, with 100 being the most confident. This pLDDT value has also been used to model disorder before. In the pLDDT disorder prediction approach,36 the probability of a given residue being disordered is $1 - 0.01 \times \text{pLDDT}$ (as high confidence corresponds to low disorder and vice versa), resulting in a disorder probability for each residue. If the averaged disorder probability of a given residue was greater than 70, the residue is predicted as disordered.36

RESULTS AND DISCUSSION
In our previous work,26 we developed Rosetta ResidueDisorder (RRD), which was designed to use 100 Rosetta ab initio models structured from the sequence to predict IDRs of a protein. The algorithm (see Figure 1) is dependent on the hypothesis and subsequent observation that residues in regions of favorable Rosetta scores are typically more ordered than residues in regions with unfavorable Rosetta scores. We then further demonstrated that replacing the 100 models with a known, relaxed native structure improved the accuracy of prediction.53 Here, with the new innovations in structure prediction methods, through the use of deep learning and sequence coevolution, including AlphaFold (AF),32 and RoseTTAFold (RF),35 we sought to update the RRD methodology to take advantage of these state-of-the-art structure prediction methods. We also updated the application to use the current Rosetta score function. We demonstrate that the predictions were most accurate when using AF models as input into the RRD protocol. Additionally, we used various other structural modeling inputs as a comparison and updated RRD parameters for the different protocols. We also compared the results to those of some established disorder prediction methods.

The original RRD protocol with Rosetta ab initio modeling used the Talaris2014 (t14) scoring function in Rosetta. We first updated the RRD parameters (WS, CV, TPC, TS, and TCV) for use in ab initio modeling with Ref2015 (r15). This was needed because the typical ranges in residue scores varied between the two scoring functions. To do this, we re-optimized the parameters on the small test set (containing 16 proteins) and confirmed the predictiveness using the larger, independent benchmark set (containing 229 proteins), as shown in Table 1. Next, we used models generated using AF (5 models each) and RF (one model each) and compared to results using the methodology from previous work, Rosetta ab initio and relaxed native models. Prior to input into RRD, all generated models were relaxed in Rosetta. For RF, the same RRD parameters as those used for ab initio and relaxed native structures were used. For AF, the parameters were improved using the optimization strategy described above (note that no terminal optimization was necessary for AF modeling).

AF Produced Accurate Structural Results for both Data Sets. Prior to analyzing the disorder prediction results, we first quantified structural accuracy for the various modeling approaches as a baseline. We previously demonstrated that the more accurate relaxed native models produced better disorder predictions using the RRD score function-based method (compared to ab initio models3). Here, we calculated the average RMSD to un-relaxed natives for the structural models produced for each method in both the benchmark and test data sets: relaxed native (1 model, representative model), ab initio (100 models), RF (1 model), and AF (5 models). The structure prediction results matched as expected, as shown in Table 2. The relaxed natives had the lowest average RMSD,

Table 2. Structural Accuracy (Average RMSD in Å to Native) for Each Modeling Approach: Relaxed Native, ab initio, RF, and AF (Using the r15 Scoring Function)

<table>
<thead>
<tr>
<th>modeling approach</th>
<th>benchmark set</th>
<th>test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>relaxed native</td>
<td>2.42 Å</td>
<td>4.23 Å</td>
</tr>
<tr>
<td>ab initio</td>
<td>8.70 Å</td>
<td>11.85 Å</td>
</tr>
<tr>
<td>RF</td>
<td>6.48 Å</td>
<td>5.91 Å</td>
</tr>
<tr>
<td>AF</td>
<td>4.96 Å</td>
<td>5.34 Å</td>
</tr>
</tbody>
</table>

followed by AF, RF, and ab initio, respectively. We note that high RMSDs for relaxed native models were due to the disordered proteins, for which the PDB structures were not expected to be stable; see Table S1. Notably, the AF modeling produced structures that were significantly more native-like than the previous ab initio modeling as evidenced by the RMSD values (4.96 versus 8.70 Å for the benchmark set and 5.34 versus 11.85 Å for the test set). Even with this improvement in the RMSD, highly disordered regions (predicted with AF) are often placed spherically around the protein or are artificially extended (examples from our data set are shown in Figure S1). These specific placements of atoms are not meant to be taken literally and thus have nearly zero physical meaning.37 For these reasons, the resulting RMSD values (see Table 2) tend to be very high. For example, the average RMSD of AF predictions in the test set decreased from 5.34 Å overall to 1.78 Å when considering only ordered residues.

Ranking of the Residue Order via ROC Curve Analysis. To compare the effectiveness of the various modeling approaches when used as input for RRD, we first
examined the ranking of residues from the highest likelihood of being disordered to the highest likelihood of being ordered, based on the OS only. For this, we used ROC curves and calculated the AUC. A more accurate ranking is evidenced by the higher AUC. ROC curves for the various RRD approaches are shown in Figure 2A for the benchmark set. The data shown in the main manuscript tables and figures were calculated using the r15 score function. The native and AF had large AUC values (0.84 and 0.88, respectively), while \textit{ab initio} and RF had slightly worse AUC values (0.83 and 0.73, respectively). While it was surprising that Rosetta \textit{ab initio} outperformed RF, based on the structural accuracy (average RMSD of 8.70 versus 6.48 Å), we attribute this to a small sample size. Evidence for this can be found in the results from the test set, which is much larger than the benchmark set (229 versus 16 proteins); data shown in Figure 2B. AUC values for the test set were 0.76 for natives, 0.78 for AF, 0.76 for RF, and 0.69 for \textit{ab initio}. In this larger, independent test set, RF predictably outperformed \textit{ab initio}. Furthermore, it was initially unexpected that AF slightly outperformed the relaxed natives for these cases. However, our results show that this was due to the inflated RMSD values for the AF models. While the AF predictions in unstructured regions should not be interpreted as structurally significant, they do provide useful information. This information was interpreted by RRD in the form of high Rosetta OSs (less negative or more positive) in these regions, which influences the prediction of disorder. For these reasons, the accurate predictions (high AUC values) for the AF-RRD combination make sense.

As a comparison, t14 results are shown in the SI; see Table S2 and Figure S2 for RMSD values and ROC curves. As there were two main improvements in the current work (use of better modeling approaches and Rosetta scoring function), we compare the t14 results to the r15 results for \textit{ab initio}. Even before incorporating any of the new structural modeling approaches, the results improved when the r15 scoring function was used. For the benchmark set, the AUC improved from 0.76 to 0.83.

Furthermore, we compared the rankings with RRD to other disorder prediction methodology. To do this, we tested five additional methods using our data sets: IUPred3, RaptorX, PrDOS, Metapredict, and the AF-based pLDDT approach. The ROC curves are shown in Figure 2C,D for the benchmark and test sets, respectively. Apart from the pLDDT approach for the test set (AUC = 0.81), the AF-RRD approach produced an AUC that was better than the other methods (AUC = 0.88 for benchmark, AUC = 0.78 for test). It is to be noted that AF-RRD only slightly outperformed RaptorX (by a difference of 0.01 AUC units for the test set). However, compared to RaptorX (a computationally inexpensive sequence-based method), our approach additionally provides the benefit of producing a predicted 3D structure on which to visualize the prediction. These results were encouraging, but we also wanted to predict the binary order/disorder for each residue. For the RRD approach, this involves using the cutoffs and terminal optimization parameters, as described in the Methods section.

**Disorder Prediction Results.** Next, we used the OSs and cutoffs (see methods for full details) to predict each residue as ordered or disordered and compared the predictions to the known experimental data. Table 3 shows the percent accuracy for each prediction (corresponding to the ROC curves in Figure 2). Unsurprisingly, the binary prediction results followed the same trends as AUC-quantified rankings. Specifically, we highlight the high accuracy of the AF-RRD approach (81.8% in the benchmark set and 73.7% in the test set), which again remarkably outperformed even the
relaxed native-RRD predictions (81.0% in the benchmark set and 70.9% in the test set).

The t14 prediction results are shown in Table S3. While new structural modeling approaches (RF and AF) certainly improved results, the choice of the Rosetta score function also played an important role. For example, when using ab initio (before including new modeling), the r15 results (Table 3) improved from the t14 results (Table S3) by 6.5 and 1.5 percentage points for the benchmark and test sets, respectively. We also examined whether RMSD to native corresponded with prediction accuracy for the AF-RRD approach on the individual protein level, as shown in Figure S3. For systems at less than 100% disorder, where the measure of RMSD to native is more meaningful, accuracy roughly correlated with the RMSD. All disorder predictions of 90% or greater had RMSD less than 5 Å.

Furthermore, the binary prediction results are also shown for the non-RRD methods in Table 3. While we previously highlighted one case where methods outperformed AF-RRD in the AUC, there were no cases that outperformed AF-RRD in the prediction accuracy, although the AF-based pLDDT approach in the test set was the closest non-RRD method in accuracy (69.1%). The AF-RRD results represent the highest binary prediction accuracy observed on these data sets (including when native structures were known). This is notable because this approach can be used in any case, regardless of prior knowledge of the native structure(s).

Two examples of the AF-RRD predictions are shown in Figure 3 (1Y8M and 2I4K). Shown in this figure are (i) the order score as a function of the residue number for the AF-RRD predictions, (ii) the AF model colored by predicted order/disorder, and (iii) the native model colored by experimental O/D. Based on the AF predictions, 1Y8M (29.9% disordered) had an accuracy of 86.8% (2.94 Å RMSD) and 2I4K (38.3% disordered) had an accuracy of 80.5% (4.48 Å RMSD). These examples demonstrate how RRD can identify disordered terminal ends (as was the case for 1Y8M) and a disordered loop within the chain (2I4K).

Additionally, we also calculated and compared the Mathew’s correlation coefficient (MCC) for all disorder prediction approaches (Table S4). MCC explicitly accounts for all classifications (true positives, false positives, true negatives, and false negatives). Similar to what was observed with accuracy and ROC-AUC analysis of the test set, the MCC of AF-RRD outperformed all other disorder prediction methods, including IUPred3, PrDOS, RaptorX, Metapredict, and the pLDDT approach. Furthermore, one additional advantage of AF-RRD over sequence-based methods (IUPred3, PrDOS, RaptorX, and Metapredict) is that users are able to visualize the predictions on a 3D structure which could potentially be used for further calculations such as MD simulations, free energy calculations, and docking simulations.

**CONCLUSIONS**

This work expands the capabilities of RRD to accurately predict disordered regions of proteins from sequences. The prediction accuracy was tested on a large, independent set (test set, 229 proteins) that was well balanced between ordered and disordered residues (51% of the residues were ordered). First,
we updated parameters to utilize the REF2015 (r15) scoring function in Rosetta. When doing this, the prediction accuracy improved from 62% to 64% in the large test set when using Rosetta ab initio models as input into RRD. Next, we improved accuracy further by utilizing modeling approaches developed using deep learning and sequence coevolution data: AlphaFold and RosettaFold. Using the combined AF-RRD approach, the prediction accuracy improved from 64% with ab initio to 74%. These prediction accuracy results show the best binary prediction results seen on our two data sets. These results further indicate that the accuracy of RRD is dependent on the structural modeling accuracy. Additionally, AF-RRD also significantly reduced the time required for model generation over our previous method.26 We evaluated the time required for generating models of proteins with three different sequence lengths from the test set. The results from our current work show that the model generation step was sped up by 1.2-, 3.6-, and 5.0-fold for the sequence lengths 61, 100, and 150, respectively, compared to the model generation step with Rosetta ab initio. We also used the same data sets to compare our prediction results to other available disorder prediction methods. While the AF-RRD approach outperformed all other tested methods in prediction accuracy, only the AF-based pLDDT approach produced slightly higher AUC from ROC analysis for the test set. From these data, we conclude that the AF-RRD approach with r15 (i) significantly outperforms the previously developed usage of RRD (with ab initio and t14) and (ii) is at least as accurate as other available methods (if not more, specifically if the goal is binary prediction of a balanced data set). As a caveat, we note that RRD performed better on the benchmark (training) set compared to the test set. This could indicate some small amount of overfitting and suggests that training RRD on a larger training set might yield even higher prediction accuracy for the test set. Thus, for fairness, we compared the results to other methods using the larger test set. Furthermore, we deliberately chose to keep the benchmark and test data sets identical to our previous work26 to better compare our current approach. This methodology represents another usage among many of the improved modeling capabilities available to the scientific community using AF. The benefit of our RRD modeling approach with respect to other sequence-based methods (such as RaptorX, IUPred3, Metapredict and PrDOS) is that along with accurate order/disorder predictions, users also obtain a predicted structure. While this procedure might have a slightly higher runtime compared to other methods, users obtain more total information in three simple steps of running AF for structure prediction, the Rosetta relax protocol for structure minimization, and RRD for order/disorder prediction. RRD using AF is freely available in Rosetta, and a tutorial can be found in the Supporting Information. Additionally, all figures and tables contained in this manuscript and its Supporting Information can be reproduced with data that can be found in Supplementary zip files.
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