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ABSTRACT
Our research is concerned with the application of femtosecond time-resolved absorption techniques to the study of the photo-physics of transition metal complexes. The focus is to understand the events that characterize the process of excited-state evolution from the time a photon is absorbed by a molecule to the formation of the lowest-energy excited state of the system. This Account describes our initial observations in this area and includes examples detailing these dynamics as they occur in the charge-transfer excited states of transition-metal polypyridyl chromophores.

Introduction
The process of charge separation is the physical phenomenon underlying virtually all schemes geared toward the conversion of light into chemical, electrical, and/or mechanical energy. For example, in photosynthesis, absorption of light by either the light-harvesting complex or the reaction center itself sets the stage for producing a transmembrane potential gradient: this ultimately provides the chemical energy for ATP synthase. In materials science, where semiconductors are the functional element of most photovoltaic devices, absorption of light leads to the formation of electron–hole pairs that result in the establishment of an electric potential. Recent work by a number of groups has demonstrated the viability, at least in principle, of so-called molecular machines that harness the energy gained through photoinduced charge separation to trigger a range of mechanical responses at the molecular level.1 In all such cases, the requisite first step is the absorption of a photon to alter the charge distribution within the chromophore: maintaining, amplifyng, or, in the least favorable circumstances, destroying the resulting chemical potential depends on dynamics that occur within the chromophore immediately following the absorptive event.

Inorganic compounds have long been exploited in the study of photoinduced charge-transfer processes2 as well as the quest for achieving efficient solar energy conversion.3 The three-level system depicted in Figure 1, while simplistic, is a reasonably good model for most inorganic chromophores when considering the formation of long-lived (i.e., nanosecond or longer) excited state(s) that are potentially redox-active. In general, in order for these low-energy excited states to engage in chemistry, there must be a significant barrier associated with ground-state recovery. A typical example of this would be a spin-forbidden transition (i.e., where S ≠ S’). However, the same quantum-mechanical restrictions that can slow the rate of excited-state relaxation back to the ground state very often prevent initial, direct access to that state via photon absorption. Formation of the desired reactive state then relies on a sequence of events: excitation into an upper level having significant radiative coupling to the ground state, followed by relaxation to the lower-energy state(s). A host of dynamic processes are potentially involved in this process, among them intersystem crossing (ISC), internal conversion (IC), vibrational relaxation, and/or intramolecular vibrational redistribution, as well as solvation dynamics. Efforts over the past several decades have helped to forge our understanding of the dynamics of the lowest-energy excited states of inorganic systems at an impressive level of sophistication; however, details concerning the processes by which these states are formed in the first place remain largely obscure.

It is these initial relaxation dynamics as they occur in transition-metal-containing charge-transfer complexes that are the focus of this Account. Our research on the ultrafast dynamics of metal complexes is geared toward addressing the following four questions: (1) What is the...
time scale of the formation of low-energy excited states following photoexcitation? (2) What are the nature and dynamics of the processes involved in this excited-state evolution? (3) What correlations can we establish between these dynamics and the geometric and electronic properties of the molecules, as well as other variables such as temperature, pressure, the solvent, etc.? And finally, (4) Given this knowledge, to what extent can we manipulate these various processes through synthetic or other means in order to effect some measure of control over charge-transfer state formation and/or reactivity? It can be anticipated at the outset that the processes of interest lie in a temporal regime largely irrelevant for those interested in bimolecular reactions, e.g., picoseconds to femtoseconds. However, data emerging from a number of groups continue to underscore the importance of non-thermalized excited states in dictating a broad range of excited-state reactivity from the earliest moments following photoexcitation. The dynamics that we are investigating comprise the mechanistic details of what occurs following photon absorption, and in this regard are of importance for processes concomitant with and subsequent to excited-state formation.

The Prototype: [Ru(bpy)]\(\text{3}^{2+}\)

By far the most frequently employed inorganic chromophores for photoinduced charge separation are the polypyridyl complexes of Group 8, [Ru(bpy)]\(\text{3}^{2+}\), where bpy is 2,2'-bipyridine, can be considered the prototype of this class of compounds. Their extensive use in settings ranging from light harvesting in dendritic polymers to the sensitization of wide band-gap semiconductors testifies to the important role such compounds continue to play in considerable detail; however, the simple potential electronic structure of this compound has been described in considerable detail; however, the simple potential energy diagram in Figure 1 provides a reasonable framework for thinking about excited-state evolution in this system. The ground state of the compound is a singlet \(\text{S}_1\) transition \(\equiv 3\text{MLCT} \rightarrow 1\text{A}_1\) in Figure 1) and exhibits an absorption near 450 nm; the extinction coefficient of \(\approx 10^4\) \(\text{M}^{-1}\text{cm}^{-1}\) supports its assignment as a spin-allowed metal-to-ligand charge transfer \(\equiv 3\text{MLCT} \equiv 25^1\text{I}_3\). The compound possesses an emissive excited state with a lifetime of ca. 1 \(\mu\text{s}\).

\[\text{Ru(bpy)}_3^{2+}\]

FIGURE 2. Transient differential absorption spectra for [Ru(bpy)]\(\text{3}^{2+}\) in CH\(_3CN\) solution following \(\sim 25\) fs excitation at 480 nm. These data reflect the change in the absorbance of the compound (\(\Delta\text{A}\)) relative to the ground state due to photoexcitation and subsequent formation of excited state(s). The numbers to the right of each spectrum correspond to its acquisition time relative to the excitation pulse. Each horizontal line indicates \(\Delta\text{A} = 0\) at the specified delay time: Lightly shaded regions below each line therefore represent a bleach, whereas darker shaded regions above the line reflect a net increase in sample absorbance. (Adapted from ref 8.)

The solvatochromic behavior of this emission, coupled with a relatively low radiative decay rate of \(\approx 10^8\) \(\text{s}^{-1}\), leads to its assignment as a \(3\text{MLCT} \rightarrow 1\text{A}_1\) transition \(\equiv 25^1\text{I}_3\). Previous studies of this compound using picosecond time-resolved spectroscopies were only able to establish a lower limit of \(\approx 10^1\) \(\text{s}^{-1}\) for the formation of the \(3\text{MLCT}\). Our first task, then, pursuant to point (1) in the Introduction, was to determine the time scale of \(3\text{MLCT}\) formation in [Ru(bpy)]\(\text{3}^{2+}\).

Femtosecond time-resolved absorption measurements of [Ru(bpy)]\(\text{3}^{2+}\) in CH\(_3CN\) solution following \(\sim 25\) fs excitation at 480 nm are illustrated in Figure 2. It can be seen that, immediately following excitation, the molecule exhibits a loss of absorbance (i.e., a bleach). Although the spectral changes apparent for the first 200 fs reflect specific processes associated with excited-state evolution, our initial interest is the point in time at which these spectral dynamics cease: this is our principal (but not necessarily absolute) indication that changes in the electronic structure of the compound are complete. Inspection of the data shows that, for all time delays \(\geq 300\) fs, no additional changes in the differential absorption profile are noted. Furthermore, the difference spectrum collected on the nanosecond time scale, which samples the fully relaxed \(3\text{MLCT}\) state, is superimposable with all spectra acquired for \(\Delta t > 300\) fs. These data allow us to ascribe a value of \(\approx 100\) fs for the formation time of the \(3\text{MLCT}\) state of [Ru(bpy)]\(\text{3}^{2+}\) in CH\(_3CN\) solution.
It is important to emphasize that the time constant implied by the spectra in Figure 2 does not necessarily correspond to an intersystem crossing rate, but rather to an overall time scale for the evolution of the $^1$MLCT state. Intersystem crossing, which can be thought of as the point during excited-state evolution when the wave function loses singlet character and acquires triplet character, is presumably contained within these dynamics. However, transient absorption spectroscopy is not necessarily a selective probe for the spin change itself. Okada and co-workers have recently reported femtosecond fluorescence upconversion data on $[\text{Ru(bpy)}_3]^{2+}$ in several solvents. This experiment is potentially more discriminating for the actual intersystem crossing event, since radiative coupling back to the ground state (the source of the upconversion signal) is strongly dependent on a change of spin in the excited state. Given the large radiative rate necessary to achieve upconversion, the decrease in emission intensity that Okada observes is wholly consistent with a singlet → triplet excited-state conversion. The $40 \pm 15$ fs time constant they report is therefore what we believe should be regarded as the time scale for ISC in $[\text{Ru(bpy)}_3]^{2+}$ in solution. The data in Figure 2 instead sample a much broader range of dynamics associated with the overall evolution from the $^1$MLCT Franck-Condon state to the thermalized $^3$MLCT excited state.

**Laying the Groundwork for Ultrafast Measurements: Static and Nanosecond Time-Resolved Spectroscopies**

The critically important role played by more conventional spectroscopies (e.g., static and nanosecond methods) in support of femtosecond time scale studies cannot be overstated. For example, the spectroscopic properties of the long-lived excited state provide the optical signatures required for determining when electronic state evolution is complete. We have found it essential that the nature of the Franck-Condon state, the lowest-energy excited state, and the absorption characteristics of the chromophore be thoroughly characterized prior to the analysis of femtosecond time-resolved data.

**The Franck-Condon State.** To track the earliest stages of excited-state dynamics, one needs to know what amounts to the starting point for the whole process, i.e., the Franck-Condon state. A rough idea as to the nature of the Franck-Condon state (e.g., charge-transfer, ligand-field, etc.) can be inferred from the oscillator strength of the transition. This approach becomes more difficult with second- and third-row metal complexes due to increased metal–ligand covalency as one goes down the periodic table (thus blurring the distinction between ligand-field and charge-transfer transitions), as well as the increase in spin–orbit coupling. Single-crystal absorption spectra can be helpful in making assignments due to the polarization information it affords, but such measurements can become complete research projects in their own right.

One computational approach that appears quite promising is time-dependent density functional theory (TD-DFT). Application of this methodology can provide insight into the orbital nature of electronic excited states in transition metal systems that is difficult to obtain by other means. For example, we have carried out a TD-DFT calculation on $[\text{Ru(dcbpy)}_2(\text{NCS})_2]^{2+}$ (where dcbpy$^{2-}$ is the doubly deprotonated form of 4,4′-dicarboxylic acid-2,2′-bipyridine). Using only the single-crystal X-ray structure of the compound as input, we were able to calculate the absorption spectrum of the compound to a significant degree of accuracy (Figure 3). By examining the composition of the multielectron states involved in each transition, an orbital-level description of the visible absorption features of the molecule was obtained. This in turn helped to shape our thinking about the mechanism of charge injection in photovoltaic devices employing this molecule as a sensitizer. It seems likely that as these and related computational methods continue to evolve, they will become an important tool in the interpretation of ultrafast spectroscopic data.

**Identifying the Lowest-Energy Excited State.** The need for collecting and analyzing static and nanosecond time-
 resolved data in order to unambiguously establish the nature of the lowest-energy excited state of a compound was made particularly evident in one case involving low-symmetry chromophores. Following photon absorption, excited-state evolution generally leads to population of the lowest-energy excited state of the molecule. In asymmetric molecules, this state may or may not be associated with the charge-transfer manifold that was initially excited. Complexes where this is an issue are those having the general form $[\text{Ru}(\text{bpy})_x(\text{bpy}^\prime)_y]^{2+}$, where $x = 0$–3, $\text{bpy}$ and $\text{bpy}^\prime$ are 2,2'-bipyridyl moieties with differing substituents at various positions on the pyridyl rings. We carried out a detailed study of the electronic structure of one such system, $[\text{Ru}(\text{dmb})_x(\text{dea})_{3-x}]^{2+}$, where dmb is 4,4'-dimethyl-2,2'-bipyridine and dea is 4,4'-diethylamino-2,2'-bipyridine. The broadening of the absorption spectrum at low energy following replacement of dmb with dea (Figure 4a) suggests that a dea-based charge-transfer state will be lowest in energy for all dea-containing members of the series. This contrasts with conclusions drawn on the basis of their emission spectra (Figure 4b), which reveal a discontinuous change in the character of the emitting state for $[\text{Ru}(\text{dea})_3]^{2+}$ relative to the dmb-containing molecules. Nanosecond time-resolved electronic and infrared absorption data were collected on the entire series; the electronic absorption difference spectra are shown in Figure 5. As described in the following section, the near-UV absorption in the transient spectra of this class of compounds is due to the bipyridyl radical anion present in the MLCT excited state. Since the excited state of $[\text{Ru}(\text{dea})_3]^{2+}$ must be dea-based, the fact that the near-UV feature is distinct for this compound (e.g., $\lambda_{\text{max}} = 440$ nm versus $\sim 380$ nm for the other three compounds) suggests that the dea chromophore is unique to $[\text{Ru}(\text{dea})_3]^{2+}$. This in turn implies that the lowest-energy 3MLCT state in all three dmb-containing complexes must be dmb-based. In this case, then, the trends inferred upon simple inspection of the absorption spectra led to the wrong conclusions concerning the relative energetics of the 3MLCT states across this series. Had we not fully characterized the electronic structure of these compounds using nanosecond spectroscopy prior to ultrafast measurements, the interpretation of the ultrafast dynamics for the mixed-ligand members of this series would have been critically compromised.

Optical Tags for the Charge-Transfer State: Spectroelectrochemistry. Another technique that plays a vital role in laying the groundwork for ultrafast studies of charge-transfer systems is spectroelectrochemistry. Charge-transfer transitions can be thought of as light-induced intramolecular redox reactions. Photocexcitation into an MLCT band, for example, formally results in the oxidation of the metal and reduction of the ligand (eq 1).

$$[\text{M}^{n+}L_b]^{\text{hr}} \overset{\text{MLCT}}{\rightarrow} [\text{M}^{(n+1)+}(L^-)L_b]^{\text{hr}}$$  

The absorptive properties of this state can be reasonably approximated by a superposition of the spectra of the oxidized and reduced forms of the molecule (Scheme 1). Spectroelectrochemical data therefore allow the spectroscopic properties of the charge-transfer excited state to be simulated in advance of ultrafast measurements. To illustrate, in Figure 6 are shown data for $[\text{Ru}(\text{dpb})_3]^{2+}$, where dpb is 4,4'-diphenyl-2,2'-bipyridine. Oxidation of the molecule eliminates the RuII species, hence the...
the dpb
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these sorts of assignments of excited-state absorption of dynamics seen on the ultrafast time scale (vide infra), given the probe wavelength-dependent nature of changes in the overall spectral profile (e.g., vibrational cooling). Since the majority of our work has been carried out with ~100 fs resolution (as opposed to the ~25 fs resolution associated with the data in Figure 2), we have not gained significant insight into these initial processes. Largely on the basis of Okada’s upconversion experiments¹¹ and stimulated emission observed in ultrafast transient absorption measurements by Sundström,²⁰ we assume that data we have acquired on the ~100 fs time scale largely reflect dynamics on the MLCT surface (i.e., ISC is presumed to have already occurred within our ~100 fs excitation pulse). It must be stressed that there are data available to support such a conclusion for very few compounds. This assumption must therefore be constantly reexamined until its generality can be assessed.

Ultrafast transient absorption data on these compounds can be acquired as single-wavelength and full-spectrum data. We take advantage of both by using the former to quantify time constants and the latter to monitor spectral evolution. In principle, full spectrum data collected in sufficiently small time increments can provide the same kinetic information as the single-wavelength measurements through application of global analysis techniques. Two problems associated with this method as applied to ultrafast studies of transition-metal charge-transfer complexes are (1) the relatively small values of Δv that can be encountered with these complexes; and (2) the fact that most of the dynamics we are observing are not associated with changes in the electronic structure of the compound. In the first case, the improved signal-to-noise one gets through the use of lock-in detectors for single-wavelength measurements often makes this the only viable approach for quantifying the weak signals observed in certain wavelength regions (e.g., ΔAA < 10⁻³). Second, whereas singular value decomposition (SVD) and/or global analysis is extremely useful for pulling out the kinetics of spectrally distinct features in the data, it is not clear that dynamics which do not involve significant changes in the overall spectral profile (e.g., vibrational cooling) will yield readily interpretable results. Nevertheless, all of these approaches can be exploited in this research.

Examples of both single-wavelength and full-spectrum data are shown in Figure 7 for [Ru(dmb)₃]²⁺.¹⁹ Whereas ground-state recovery dynamics are independent of the spectral region monitored, we have found that, in general, the kinetics of excited-state formation are extremely sensitive to the probe wavelength chosen (Figure 7a). The utility of spectroelectrochemical data now becomes clear, insofar as it provides us with assignments for the various features being examined. The region dominated by the loss of the RuⅡ chromophore reveals only an instrument-limited bleach and no subsequent dynamics prior to ground-state recovery. Since loss of ground-state absorp-

![FIGURE 6. Spectroelectrochemical data for [Ru(dpb)₃]²⁺ in CH₃CN solution. (A) Electronic absorption spectrum of [Ru(dpb)₃]²⁺. (B) Oxidative differential absorption spectrum of [Ru(dpb)₃]²⁺. (C) Reductive differential absorption spectrum of [Ru(dpb)₃]²⁺. (D) Nanosecond time-resolved differential absorption spectrum of [Ru(dpb)₃]²⁺. (Adapted from ref 19.)](image)

**Scheme 1**

oxidation → -e⁻ + e⁻ reduction

[M⁺⁺L₆] [M⁺⁺(L⁻) L₄⁺]

hv

MLCT

[M⁺⁺(L⁻) L₄⁺] - [M⁺⁺(L⁻) L₄⁺]

complete loss of absorbance from the MLCT transition in the 450–500 nm range; the new absorption toward the red is assigned as a LMCT from dpb to RuⅡ. Reduction of the compound creates a dpb⁻ radical species which absorbs in the near-UV as well as in the mid-visible. The nanosecond difference spectrum for [Ru(dpb)₃]²⁺ is plotted in the bottom panel: it can be seen quite clearly that the dpb⁻ radical is detected via its absorbances in the near-UV and at 530 nm, whereas contributions from both dpb⁻ and MLCT absorption(s) should be anticipated at λ > 600 nm. Given the probe wavelength-dependent nature of dynamics seen on the ultrafast time scale (vide infra), these sorts of assignments of excited-state absorption features can be critical for data interpretation and repre-
sent a unique advantage for femtosecond studies of charge-transfer chromophores.

**Ultrafast Spectroscopy of Metal Polypyridyls**

**Basic Dynamics.** The data in Figure 2 illustrate that formation of the 3MLCT excited state in [Ru(bpy)₃]²⁺ occurs on a subpicosecond time scale; indeed, this appears to be the case for all of the simple RuⅡ polypyridyl complexes we have investigated. The first ~200 fs of excited-state evolution is likely a convolution of several processes including intersystem crossing, solvent dynamics, and possibly some vibrational cooling. Since the majority of our work has been carried out with ~100 fs resolution (as opposed to the ~25 fs resolution associated with the data in Figure 2), we have not gained significant insight into these initial processes. Largely on the basis of Okada’s upconversion experiments¹¹ and stimulated emission observed in ultrafast transient absorption measurements by Sundström,²⁰ we assume that data we have acquired on the ~100 fs time scale largely reflect dynamics on the MLCT surface (i.e., ISC is presumed to have already occurred within our ~100 fs excitation pulse). It must be stressed that there are data available to support such a conclusion for very few compounds. This assumption must therefore be constantly reexamined until its generality can be assessed.

Ultrafast transient absorption data on these compounds can be acquired as single-wavelength and full-spectrum data. We take advantage of both by using the former to quantify time constants and the latter to monitor spectral evolution. In principle, full spectrum data collected in sufficiently small time increments can provide the same kinetic information as the single-wavelength measurements through application of global analysis techniques. Two problems associated with this method as applied to ultrafast studies of transition-metal charge-transfer complexes are (1) the relatively small values of Δv that can be encountered with these complexes; and (2) the fact that most of the dynamics we are observing are not associated with changes in the electronic structure of the compound. In the first case, the improved signal-to-noise one gets through the use of lock-in detectors for single-wavelength measurements often makes this the only viable approach for quantifying the weak signals observed in certain wavelength regions (e.g., ΔAA < 10⁻³). Second, whereas singular value decomposition (SVD) and/or global analysis is extremely useful for pulling out the kinetics of spectrally distinct features in the data, it is not clear that dynamics which do not involve significant changes in the overall spectral profile (e.g., vibrational cooling) will yield readily interpretable results. Nevertheless, all of these approaches can be exploited in this research.

Examples of both single-wavelength and full-spectrum data are shown in Figure 7 for [Ru(dmb)₃]²⁺.¹⁹ Whereas ground-state recovery dynamics are independent of the spectral region monitored, we have found that, in general, the kinetics of excited-state formation are extremely sensitive to the probe wavelength chosen (Figure 7a). The utility of spectroelectrochemical data now becomes clear, insofar as it provides us with assignments for the various features being examined. The region dominated by the loss of the RuⅡ chromophore reveals only an instrument-limited bleach and no subsequent dynamics prior to ground-state recovery. Since loss of ground-state absorp-
tion is always instantaneous with photon absorption—and returns only once the ground state is reformulated—dynamics in probe regions characterized by strong ground-state absorbances are apparent only if excited-state features are intense enough to manifest themselves when superimposed on the bleach. The large oscillator strength of the $1A_1 \rightarrow 1MLCT$ absorption, coupled with the relatively weak excited-state absorptions in the blue region of the spectrum (Figure 6), means that this condition is frequently not met for metal polypyridyls. Thus, transient measurements in the heart of the ground-state bleach are often uninformative for this class of compounds.

Shifting the probe away from the main bleach, however, one begins to detect excited-state dynamics. In $[\text{Ru(dmb)}]^{2+}$, kinetics sampling the dmb$^-$ radical of the MLCT state at 532 nm are biphasic in nature. The fast component is a nearly instrument-limited feature that presumably contains the various processes alluded to previously. In addition, there is a 5 ps component evident at this wavelength, after which the data show no additional changes prior to ground-state recovery ($\tau = 850$ ns). Given the time scale of these measurements and the possible role of solvent in ultrafast processes (vide infra), it is important to determine whether the observed kinetics at a given probe wavelength are affected by a dynamic Stokes shift (that is, a shift of the absorption spectrum as a function of time through the probe window). While both amplitude changes and spectral shifting provide information on excited-state evolution, their origins and thus the interpretation of the data can be quite different. The full-spectrum data are used in this regard. Inspection of Figure 7b shows that there is no shift in the spectral profile over this time window; this is further supported by an SVD analysis of these data, which reveal a single eigenvector with a ca. 5 ps time constant. We can therefore conclude that the kinetics in Figure 7a represent a true change in the amplitude of an otherwise static spectral profile.

If there is no change in the spectral profile of the transient electronic absorption difference spectrum as a function of time, we assume—in the absence of other information—that the observed kinetics are not associated with a significant change in the electronic structure of the molecule. In other words, an invariant electronic absorption spectrum is taken to imply invariance in the electronic structure of the molecule. This constitutes an important guiding principle in our analyses of ultrafast data on metal complexes. Clearly, there are no absolutes in this regard: one could envision a change in electronic structure (e.g., an intraconfigurational transition) that may not significantly perturb the excited-state absorption spectrum. In this circumstance, transient absorption may not be sufficient for establishing the nature of the compound’s excited-state dynamics. However, given that most excited electronic states are quite distinct from each other.

FIGURE 7. (Left) Femtosecond transient absorption difference data for $[\text{Ru(dmb)}]^{2+}$ in CH$_3$CN solution following $\sim$120 fs excitation at 400 nm. The inset numbers indicate the probe wavelength for each trace. The solid line through the data for $\lambda_{\text{probe}} = 532$ nm corresponds to a biexponential fit of the data with time constants of $\tau_1 = 120$ ps and $\tau_2 = 5$ ps. (Right) Transient absorption spectra for $[\text{Ru(dmb)}]^{2+}$ in CH$_3$CN solution following $\sim$120 fs excitation at 400 nm. (Adapted from ref 19.)
in terms of their orbital composition, we believe this is a reasonable assumption for providing a starting point in data collection and analysis. In the case of [Ru(dmb)3]2+, the lack of any change in the differential absorption spectrum after the first 100 fs, coupled with Okada’s upconversion results on the closely related [Ru(bpy)3]2+, strongly suggests that the slower kinetics at 532 nm are occurring on the lowest-energy 3MLCT surface. By process of elimination, we therefore ascribe the 5 ps component as vibrational cooling of the 3MLCT. This indirect method of assigning vibrational relaxation dynamics using electronic absorption spectroscopy has been used successfully by other workers.21 However, we are presently pursuing femtosecond infrared measurements to more directly examine the issue of intramolecular vibrational redistribution and relaxation in related charge-transfer compounds.

The lack of any dynamic features at longer probe wavelengths is intriguing. The contrast between the kinetics observed at 532 nm and the essentially flat response at 650 nm intimates that the evolution dynamics are highly localized; i.e., the excited-state processes giving rise to the decay features at 532 nm are associated only with the ligand housing the π* electron of the 3MLCT state. However, from the spectroelectrochemical data we know that these wavelengths have contributions from both LMCT and dmb− absorptions of the excited state. We have recently carried out more extensive probe-wavelength-dependent studies of the related complex [Ru(dea)3]2+. Measurements farther out to the red, where the dea− contribution is negligible, reveal a subtle rise feature having a time constant comparable to the decay measured for the ligand radical. This suggests that time-independent data such as those noted for [Ru(dmb)3]2+ at 650 nm may merely reflect a superposition of decay and rise features of two distinct signals in a particular wavelength region.

In addition to probe-wavelength-dependent kinetics, changes in pump wavelength promise to reveal even more dramatic effects. Several groups have noted pump wavelength dependence in the photochemistry of metal-containing systems.4 Results such as these point to differences in pathways for excited-state evolution depending on the nature of the Franck–Condon state formed upon excitation. A simple example from our work is illustrated in Figure 8. Here, the excitation wavelength differs by only 40 nm, yet there is a clearly observable change in the dynamics. A dependence of excited-state evolution on pump wavelength is not surprising, at least in principle. Changes in excitation wavelength can alter the nature of the electronic state initially accessed, which in turn may couple differently with lower-energy excited states. Vibrational cooling rates can likewise be affected as the amount of excess energy that must be dissipated is varied. The origin of the difference in this specific example is still under investigation. However, it is important that the possibility of pump-wavelength-dependent dynamics be kept in mind when comparing results from one laboratory to the next. If the excitation wavelengths employed for various studies are different—especially if they sample distinct absorption features—it is very possible that the dynamics observed for the same molecule will be different as well.

**Large-Amplitude Motion in CT State Formation.** The preceding discussion of [Ru(dmb)3]2+ and related compounds illustrated some of the general features that have begun to emerge in the ultrafast photophysics of simple inorganic charge-transfer complexes. Another compound that we have examined in some detail is the aforementioned [Ru(dpdb)3]2+. Our interest in this system was initially piqued by its anomalously high radiative quantum yield of 0.20 from the 3MLCT state. The emission lifetime of 1.6 μs indicates radiative and nonradiative decay rates of 1.25 × 109 and 5.0 × 106 s⁻¹, respectively; these data contrast with the corresponding values for the dimethyl analogue [Ru(dmb)3]2+ (k_r = 8.3 × 104 s⁻¹, k_nr = 1.1 × 106 s⁻¹), suggesting that the introduction of the aryl group has significantly altered the coupling between the 3MLCT state and the ground state. The slight red shift in the emission maximum from dmb to dpb (λ_max = 632 and 638 nm, respectively), coupled with the increase in k_r, indicates a substantial increase in the magnitude of the transition dipole for the 3MLCT → A1 transition in [Ru(dpdb)3]2+. Also significant is the 2-fold decrease in k_nr, implying more nested potentials in the case of [Ru(dpdb)3]2+ relative to [Ru(dmb)3]2+.

To explain these observations, we suggested a model in which the aryl rings of the dpb ligand rotate from their canted ground-state geometry toward coplanarity with the bpy plane in the thermalized 3MLCT (Scheme 2). The net effect of this coplanar structure is to allow extended delocalization of the electron in the π* orbital of the ligand, which in turn will attenuate the degree of distortion of the C–C bonds of the ligand in the excited state and decrease k_nr.25 An analogous change in structure is believed to occur upon reduction of biphenyl;26 a similar
The delocalization effect had previously been invoked by Meyer and co-workers to explain anomalously long excited-state lifetimes in certain binuclear RuII complexes.27 The extended $\pi$ system of the coplanar state would also increase the magnitude of effective charge separation and lead to a larger transition dipole, thereby increasing $k_r$. Additional data in support of this model included nanosecond time-resolved resonance Raman spectra. The C–C stretch of the bpy ring, which occurs at 1615 cm$^{-1}$ in the ground state, shifts by 16 cm$^{-1}$ to 1599 cm$^{-1}$ in the 3MLCT of [Ru(dpb)$_3$]$^{2+}$. This is substantially less than the 70 cm$^{-1}$ shift observed for [Ru(dmb)$_3$]$^{2+}$ and is consistent with a smaller change in the C–C bond strength in the excited state of [Ru(dpb)$_3$]$^{2+}$ relative to [Ru(dmb)$_3$]$^{2+}$. We also synthesized several analogues of dpb, in which methyl groups were introduced ortho to the 4,4′ linkage (Chart 1). Trends in $k_r$, $k_{nr}$, and excited-state resonance Raman data across this series were all consistent with the excited-state ring rotation hypothesis.23a

Results from computational studies indicate what we might expect from ultrafast studies on [Ru(dpb)$_3$]$^{2+}$.23b The principal conclusion can be gleaned from two of these calculations, one for the structurally relaxed anionic form of the ligand and the second for the anion frozen in the ground-state geometry. One can think of the latter as the Franck–Condon state, in which electron transfer to the ligand has occurred but the system has yet to undergo any geometric changes in response to population of the $\pi\pi^*$ orbital. The electron density distributions associated with these two conformations for [4-(2,6-dimethylphenyl)pyridine]$^-$ are shown in Figure 9 to illustrate the effect. It can be seen that the large dihedral angle of the ground state ($\theta_1 = 90^\circ$) forces initial localization of the $\pi\pi^*$ density on the pyridine ring. Once ring rotation ensues (i.e., as the system evolves in time), the conjugation between the two rings increases, and electron density becomes distributed between the two rings. Given that the visible absorption of the bipyridyl radical anion is polarized along the long axis of the molecule (i.e., parallel to the 2,2′ carbon–carbon bond), this shift in electron density should be reflected in the time-dependent optical properties of the molecule.

Figure 10 shows femtosecond transient absorption data for [Ru(dpb)$_3$]$^{2+}$ in CH$_3$CN solution; the compound’s spectrophotometric properties were described previously (Figure 6).19 As with the simpler polypyridyls discussed above, the MLCT bleach region is relatively uninformative, as is the LMCT absorption toward the red. However, wavelengths probing the dpb$^-$ radical reveal a significant qualitative difference in the nature of the signal as compared to [Ru(dmb)$_3$]$^{2+}$: instead of a decay in the initial absorbance at 532 nm, the data for [Ru(dpb)$_3$]$^{2+}$ correspond to an increase in the absorption cross section of the excited state as a function of time. This is consistent with expectations following the type of shift in electron density discussed above. The kinetics are biphasic, with time constants of $\tau_1 \approx 200$ fs and $\tau_2 \approx 2$ ps, with the latter showing an interesting dependence on the solvent that is discussed in detail elsewhere.28 Intersystem crossing to the 3MLCT surface is again presumably contained within $\tau_1$. The nature of the transient feature at 532 nm is also strongly dependent on steric factors associated with the aryl substituent, as Figure 11 demonstrates.28 From these data, we conclude that we are observing rotation of the aryl ring concomitant with formation and thermalization of the long-lived 3MLCT state. In addition to revealing the time scale of molecular dynamics of this type, this example again illustrates the synergy that can exist among static,
nanosecond, and femtosecond spectroscopic probes, as well as theory, to provide a comprehensive picture of ultrafast excited-state processes.

**Solvent Effects**

One characteristic endemic to charge-transfer complexes is the redistribution of charge that accompanies photoexcitation. This is expected to induce dynamics in the solvent due to the change in the local electric field associated with the solute (Scheme 3). The dipole created via photon absorption will initially cause an induced dipole in the solvent (i.e., a polarization response). This will occur essentially instantaneously, prior to any motion of the solvent molecules. As the system evolves in time, the solvent will further readjust to the chromophore’s new charge distribution. This will involve, at first, nondiffusive dynamics (e.g., partial rotation of the solvent molecules, the inertial response), followed by larger amplitude rotational and translational motion as the system equilibrates. Depending on the specific solvent in question, the time scale for nondiffusive solvent dynamics falls in the range of 50–500 fs. Diffusive processes are generally much slower, occurring on the order of picoseconds. A far more detailed discussion of solvent dynamics can be found elsewhere.\(^{29}\)

FIGURE 10. Femtosecond transient absorption difference data for [Ru(dpb)\(_3\)]\(^{2+}\) in CH\(_3\)CN solution following \(\sim 120\) fs excitation at 400 nm. The solid line through the data for \(\lambda_{probe} = 532\) nm corresponds to a biexponential fit of the data with time constants of \(r_1 \approx 200\) fs and \(r_2 \approx 2\) ps. (Adapted from ref 19.)

We can adapt this same picture to help us envision solvent response to a charge-transfer excitation. For compounds such as [Ru(bpy)\(_3\)]\(^{2+}\), polar molecules such as CH\(_3\)CN will strongly solvate the complex. An MLCT excitation corresponds to the transfer of an electron from the core of the molecule to its periphery. The consequence of this in the present case is an effective inversion of the sign of the charge with which the solvent is interacting. Given this and the time scale of solvent response, it is reasonable to expect that solvent dynamics may couple to or otherwise influence the ultrafast excited-state processes we are examining. It is important to emphasize that our goal is not to probe solvent dynamics per se, but rather to take what is known about solvent dynamics and assess what effect they may be having on charge-transfer state formation and thermalization.

![Scheme 3](https://example.com/scheme3.png)

**FIGURE 11.** Femtosecond transient absorption difference data for [Ru(dpb)\(_3\)]\(^{2+}\) (top), [Ru(dotb)\(_3\)]\(^{2+}\) (middle), and [Ru(dmesb)\(_3\)]\(^{2+}\) (bottom) at \(\lambda_{probe} = 532\) nm following \(\sim 120\) fs excitation at 400 nm. All of the data were acquired in CH\(_3\)CN solution. (Adapted from ref 28.)
Our initial results indicate that solvent dynamics do, in fact, play a role in the excited-state evolution of inorganic charge-transfer systems. We illustrate this here with a single example. This work originated from an examination of excited-state localization/delocalization in \([\text{Ru(bpy)}_3]^{2+}\) for now we need only mention that the relevant data derive from femtosecond absorption anisotropy studies of \([\text{Ru}(bpy)_3]^{2+}\). In this experiment, polarized excitation of the sample is followed by measurement of the sample's excited-state absorbance with the probe beam polarized parallel (I\(_p\)) and perpendicular (I\(_v\)) to the pump. These data are then normalized to the isotropic signal (i.e., population dynamics) to yield the absorption anisotropy \(r(t)\) (eq 2).

\[
r(t) = \frac{I_p - I_v}{I_p + 2I_v}
\]

The data acquired at a probe wavelength of 480 nm in \(\text{CH}_3\text{CN}\) solution following \(\sim 30\) fs excitation at 480 nm revealed that the symmetry of the MLCT excited state changed as a function of time. The data are consistent with a state of \(C_3\) (or higher) symmetry relaxing to a state of \(C_2\) (or lower) symmetry with \(r \approx 60\) fs. This observation was interpreted as a delocalized-to-localized transition in which an excited state of \(D_3\) symmetry evolved to a charge-localized configuration of \(C_2\) symmetry (eq 3).

\[
[\text{Ru}^{II} (bpy)_3]^{2+} \xrightarrow{hv, r < 30fs} \left[\text{Ru}^{III} (bpy \cdot \cdot \cdot)^{2+}\right]^{2+} \approx 60fs
\]

The time constant for this charge localization process is notable, in that 60 fs is roughly the time scale for the inertial response of \(\text{CH}_3\text{CN}\). To determine whether inertial response dynamics were in fact coupled to charge localization, we carried out the same measurement in propionitrile and butyronitrile: these data are illustrated in Figure 12.30. It can be seen that, as the inertial mass of the solvent increases, so too does the time scale for charge localization. The value of \(\sim 130\) fs for \(\text{CH}_2\text{CH}_2\text{CN}\) is similar to what has been observed for the inertial dynamics of this solvent. Although an inertial response time for butyronitrile has not been reported, the trend across the solvent series is nevertheless compelling. Of course, additional data on a wider range of chemical systems are needed, but our assessment at present is that nondiffusive solvent dynamics are an important factor in the early stages of charge-transfer state evolution of transition metal chromophores in the condensed phase.

### Concluding Comments

Prior to the advent of ultrafast spectroscopy, models describing the mechanism of excited-state evolution relied on assumptions concerning the relative rates of various processes. The underlying rationale for these assumptions is straightforward. Vibrational relaxation, which occurs on the time scale of bond vibrations and does not involve a change in the electronic structure of the molecule (i.e., no surface crossing), is presumed to be the fastest initial process. Excitation into a given electronic excited state is therefore followed first by thermalization. As time progresses, conversion to lower-energy electronic states can occur. Keying on the notion that processes for which \(\Delta S = 0\) are formally forbidden, internal conversion is presumed to occur next. If there exist states of differing spin multiplicity at lower energy, intersystem crossing can be expected at a substantially slower rate. This model therefore creates a cascade picture for excited-state evolution based on the assumption that \(k_{\text{abs}} \gg k_{\text{IC}} \gg k_{\text{ISC}}\).

Given the relatively small spin–orbit coupling and high-frequency vibrational modes typical of most organic chromophores, this model is a reasonable starting point for interpreting their photophysics. However, the introduction of an open-shell transition metal represents an enormous perturbation to the electronic structure of a molecule that has no counterpart in organic photochemistry. It is therefore not immediately obvious that inorganic compounds should behave in a manner similar to organic systems. That being stated, the fields of inorganic photophysics and photochemistry have clearly benefited from guidelines such as those just described, providing a foundation for the interpretation of longer time-scale dynamics of inorganic compounds. The process of excited-state evolution, on the other hand, where a much larger number of electronic and vibrational states can couple to the relaxation process, is an entirely different situation. We have admittedly sampled only a limited number of transition-metal systems. Nevertheless, we have yet to find a transition-metal complex whose excited-state evolution dynamics conforms to the picture just outlined. In fact, there is little justification based on any data of which we are aware for assigning the nature of a given photophysical process in an inorganic system solely on the basis of its absolute (or relative) rate. For example, in other work we have shown that charge-transfer to ligand-field state conversion following \(1A_1 \rightarrow 1MLCT\) excitation of an \(\text{Fe}^{II}\) polypyridyl complex occurs with a time constant of \(80 \pm\)
20 fs.\textsuperscript{34} Subsequent formation of the $^3T_1$ ligand-field state (the lowest-energy excited state of the system) is complete in $\approx 1 \text{ ps}$ overall, this corresponds to a process that is formally $\Delta S = 2$, occurring more than an order of magnitude faster than vibrational cooling. As previously mentioned, intersystem crossing in [Ru(bpy)$_3$]$_2$\textsuperscript{2+} occurs in $40 \pm 15 \text{ fs}$,\textsuperscript{11} whereas vibrational cooling is observed on a time scale of several picoseconds.\textsuperscript{19} The point we wish to emphasize is that ascribing the origin of kinetic features on the basis of a presumption of what the relative magnitudes of various processes “should” be is, in our opinion, wholly unjustified when dealing with excited-state evolution in transition-metal chromophores. This raises the bar in terms of the amount of information one must acquire in order to construct a viable model for dynamics on ultrafast time scales, but it is critically important that these sorts of criteria be applied to efforts now while protocols for this type of research are still being established.

Throughout the course of our work in this area, we have chosen probe molecules simple enough to allow for unambiguous data interpretation, yet relevant enough to form the basis for future studies on more chemically interesting systems. The research that has been described in this Account makes it clear that the set of rules upon which models for inorganic photophysics have been based does not apply when it comes to describing excited-state evolution. It is equally clear that a new set of rules defining inorganic photophysics on ultrafast time scales has yet to emerge. The tool for directly examining the initial events following photoexcitation—femtosecond spectroscopy—has been widely available for little more than a decade. As a consequence, virtually every ultrafast measurement carried out on an inorganic system represents new information, and inorganic chemistry provides an enormously rich variety of molecules for study. A survey of the current literature suggests that researchers are beginning to avail themselves of the opportunities that exist in this area. We can therefore expect that in the coming years an interesting and exciting new chapter in the field of inorganic photophysics will be written.
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